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Introduction 

The development of Web and communications technologies since the 
early 1990s has facilitated the generation of initiatives aiming to create 
opportunities for communication and information sharing. Information and 
data are increasingly present in our daily lives. This constant flux is often the 
result of developments in Information and Communication Technologies 
(ICT)1. Moreover, the possibilities offered by ICT, which have increased 
almost exponentially, have given rise to a massive volume of data requiring 
processing [BAT 13]. The world is increasingly “digital” and individuals are 
increasingly affected by these changes. The digital infrastructure has resulted 
in the creation of an information environment that is “as imperceptible to us 
as water is to a fish” [MCL 11]. A type of parallel exists between humans 
and technology: on the one hand, individuals are making increasing use of 
technology and becoming “hyper-connected”, on the other hand, digital 
systems are becoming increasingly user-centered [VII 14]. 

Systems therefore need to allow users to synthesize information and to 
explore data. Data exploration is a process focused on the search for relevant 
information within a set of data, intended to detect hidden correlations or 
new information. In the current context of “information overload”, and with 
the increase in calculation and storage capacity, it is difficult to know exactly 
what information to look for and where to look for it. There is therefore a 

                                       
1 The notions of Information and Communication Technologies (ICT) and New Information 
and Communication Technologies (NICT) include techniques associated with computing, 
audiovisual, multimedia, the Internet and telecommunications, allowing users to communicate, 
access information sources and store, process, produce and transmit information in a variety of 
forms: text, music, sound, image, video and interactive graphical interfaces [WIK 15a]. 



viii     Information and Recommender Systems 

need for computing techniques that make this search, and the extraction of 
relevant information, easier. A technique that may be used is recommendation. 

The key question concerns the way to guide users in their exploration of 
data in order to find relevant information. 

The recommendation process aims to guide users in their exploration of 
the large quantities of data available by identifying relevant information. It 
constitutes a specific form of information filtering, intended to present 
information items (films, music, books, images, Websites, etc.) that are 
likely to be of interest to the user. In general, the recommendation process 
aims to predict the user’s “opinion” of each item, based on certain reference 
characteristics, and to recommend those items with the best “opinion” rating. 

This book is structured as follows: 

Chapter 1 introduces the notions inherent in systems that handle data and 
information. It aims to clarify ambiguities associated with information 
systems, decision support systems and recommender systems, before 
establishing a clear distinction between recommendation and personalization. 

Chapter 2 presents the most widespread approaches used in presenting 
recommendations to users: content-based approaches, collaborative 
approaches, knowledge-based approaches and hybrid approaches. 

Chapter 3 describes the different techniques used in recommender 
systems (similarities between users or items, analysis of relationships 
between users or items, classification of users or items, etc.). 

The concepts presented in Chapters 1, 2 and 3 are illustrated in Chapter 4, 
showing how recommendation approaches and the associated techniques are 
used and implemented in practice across a variety of domains. 

Chapter 5 presents different ways in which the quality of recommender 
systems can be evaluated. 

Finally, the conclusion provides a summary of the book, with a 
presentation of the current challenges that need to be tackled. 

Note that this book does not claim to provide an exhaustive and detailed 
list of all possible approaches and techniques, but it constitutes an 
introduction and overview of recommender systems and the way in which 
they operate. 
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A Few Important Details Before We Begin 

Savoir pour prévoir, afin de pouvoir (Know in order to predict, and thus to act) 
Auguste Comte, Course of Positive Philosophy, 1830 

In computer science, the concept of information can have multiple 
meanings. However, most people agree that information is an item of 
knowledge that may be conserved, processed or communicated, and is thus 
linked to notions of communication, data, knowledge, meaning, representation, 
etc. 

In this chapter, we aim to remove the ambiguities surrounding the terms 
“information system”, “decision support system” and “recommender 
system”, clearly establishing the relative positions of these different systems. 

1.1. Information systems 

For sustainable development, organizations need to respond to two key 
challenges: (i) management of an increasingly large quantity of data  
(both internal and external), enabling increasingly easy access, and  
(ii) transformation of this quantity of data into information that is useful for 
efficient accomplishment of their actions, while adapting to a continuously 
evolving environment. 

An information system is an organized set of hardware, software, human 
resources, data, procedures, etc., which are used to collect, regroup, 
categorize, process and disseminate information in a given environment 
[DEC 92]. The general aim of an information system is thus to support an 
organization in achieving its objectives (essentially of a strategic nature). 

Information and Recommender Systems, First Edition. Elsa Negre.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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Information systems are traditionally grouped into three types: design 
systems (Computer-Aided Design (CAD), etc.), industrial systems 
(management of machines, industrial process control, etc.) and management 
systems (marketing, human resources, etc.). We focus on the third type of 
system, which can also be split into two subcategories: operational information 
systems (used to carry out operations) and decision support systems. 

Information therefore needs to be robust and durable, as it has an 
influence on company strategy, but also be able to evolve and adapt for 
different collaborators, processes, etc. This requirement often leads to the 
automation of decisions, in operational terms, and predictive analysis of 
evolutions, for strategic purposes. Real-time knowledge of both past and 
present situations is a key factor in ensuring the strategic success of 
companies. 

Further details on information systems may be found in [ROS 09] (in 
French) and [STA 92] (in English). 

1.2. Decision support systems 

Unlike operational (or transactional) systems, which are specific to a 
company’s activities and are intended to assist with everyday management 
tasks, decision support systems are used to facilitate the definition and 
implementation of strategies. However, the goal is not to define a strategy 
once and for all, but to be able to adapt to an environment in a continuous 
manner and in a better way than the competition. Traditional decision 
support systems are used to analyze activities that have already been 
performed in order to obtain information relevant to future activities; to do 
this, they use more or less recent information (in the best cases, this is 
updated daily). More advanced decision support systems manage more 
recent information (some are updated in quasi-real time), automate the 
decision process and provide real-time operational support (Internet call 
centers, for example) [BRU 11]. 

One of the best-known concepts encountered in decision support systems 
is the data warehouse. Often considered to be the core of any decision 
support system, a data warehouse integrates and stores significant volumes 
of data from a wide variety of sources: 
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– internal sources: software packages (Enterprise Resource Planning 
(ERP), Customer Relationship Management (CRM), etc.), databases, files, 
Web services, etc.; 

– external sources (clients, suppliers, etc.); 

– non-computerized sources (letters, memoranda, minutes of meetings, 
etc.); 

in order to make these data easily accessible for querying and for the 
purposes of decision analysis. The data warehouse is defined as “a subject-
oriented, integrated, time-variant, nonvolatile collection of data in support of 
managements decision-making process” [INM 94]. 

Further details on decision support systems and data warehouses may be 
found in [FER 13] (in French) and [KIM 02] (in English).  

1.3. Recommender systems 

Data exploration is a process that involves searching for relevant 
information, within a set of data, with the intention of detecting hidden 
correlations or new information. Users face ever-increasing quantities of 
information, due to increased calculation and storage capacity [LYM 03]1, 
which makes it increasingly difficult to know exactly what information to 
look for and where to look for it. 

There is therefore a need for IT (Information Technology) techniques to 
facilitate this search process, along with the extraction of relevant 
information. One of these techniques is information recommendation. The 
main aim of this technique is to guide users in their exploration of data in 
order to obtain relevant information. This is done through the use of 
recommendation tools, with the intention of providing users with relevant 
information as quickly as possible. The recommendation process guides 

                                       
1 The School of Information Management and Systems at the University of Berkeley, 
California, has been carrying out a study of the quantity of new information created each year 
since the year 2000. This study considers all newly created information, stored in a variety of 
formats (printed matter, magnetic and optical film), and seen or heard via four information 
source fluxes using electronic pathways (telephone, radio, television and the Internet). The 
study estimates the quantity of information newly created each year at approximately  
2 exabytes per year (1 exabyte = 1018 bytes). 
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users in their exploration of quantities of available information by 
identifying items that appear to be relevant. This technique represents  
a specific form of information filtering, aiming to present items (movies, 
music, books, news, images, Websites, etc.) that are likely to be of interest  
to the user. Generally, based on certain reference characteristics 2 , the 
recommendation process aims to predict the “opinion” a user will have of 
each item and to recommend items with the best predicted “opinion”. 

Note that in this context, a user may be an organization or a company. In 
these cases, a recommender system can assist organizations or companies in 
making strategic choices, by highlighting the most relevant information. 

1.4. Comparisons 

In this section, we have provided Table 1.1 for use in comparing three of 
the systems introduced earlier: operational information systems, decision 
support systems and recommender systems. This comparison is based on six 
criteria: the number of users, the data handled, the time period covered by 
the system, system objectives, the type of access to data and update 
frequency. 

Operational information systems or recommender systems allow multiple 
users (employees and/or decision-makers) to handle dynamic data whereas 
decision support systems allow a limited number of selected users  
(i.e. decision-makers) to access mostly static data. Moreover, although 
operational systems make use of only small volumes of “current” data, 
decision support systems and recommender systems make use of both 
historical and current data (in large quantities) to forecast the future. 

These three types of system, based on the same principle of transforming 
data into information, differ in a number of ways. This is essentially due to 
their differing aims: operational information systems allow the visualization 
of current data, and thus present information, whereas decision support 
systems are used for prediction purposes, thus assisting in the decision-making 
process. Recommender systems are used to guide users in accomplishing a 
task (note that user tasks may also include decision-making). 

                                       
2 These characteristics may, for example, come from the information items themselves  
(a content-based approach) or from the social environment (collaborative filtering). 
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 Operational information 
system 

Decision support  
system 

Recommender  
system  

Users Many (employees) Few (decision-makers) Many (employees 
and decision-makers) 

Data 

Detailed 
Large volumes  
Internal (application- 
oriented) 
Dynamic  

Aggregated 
Large volumes 
Internal and external 
(subject-oriented) 
Static 

Detailed 
Internal and external 
Dynamic 

Time Present Past/present  
to future 

Past/present to future  

Access Small amounts of data 
 (up-to-date) 

Large amounts  
of data (historical) 

Large amounts of  
data (or very small  
amounts of data) 

Updated Very regularly Periodically Very regularly 

Objective Visualization of state Forecasting,  
projection and  decision 

Support users in  
carrying out tasks 

Table 1.1. Comparison table: operational information systems,  
decision support systems and recommender systems 

1.5. Recommendation versus personalization 

It is important to differentiate between recommendation and personalization, 
which are often confused in a variety of domains. 

1.5.1. Recommendation 

From our perspective, a recommended item (movie, book, etc.) is a pre-
existing item, for example taken from a set of previously viewed items in a 
database or a catalog. The recommended items may therefore be completely 
different from the initial items, as they are not necessarily taken from the 
same catalog, or intended for the same user; they may even present very 
different characteristics. In general terms, the recommendation approach, 
based on an initial set of items ,Q  returns a set of items 'Q  such that 

'Q Qy�  (in the sense of set theory). 
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EXAMPLE 1.1.– Suppose that a user, interested in the term APPLE, wishes to 
enlarge his or her library, essentially made up of cookery books. This set of 
books, which the user already possesses, constitutes our set .Q  Possible 
recommendations might include cookery books (including apple-based 
recipes), but also books on gardening (describing, for example, the way to 
plant and care for apple trees) and on traveling (for example concerning the 
“Big Apple”, New York City). This list forms our set of recommended books 

'.Q  Note that the set of initial items (books in the library, mostly cookery 

books, )Q  and the set of recommendations (containing cookery books, but 
also gardening and travel books, ')Q  have few shared characteristics. 

1.5.2. Personalization 

From our perspective, personalization corresponds more closely to 
inclusion. In the field of databases, for example, query personalization is 
considered as an addition of constraints, generated by the user’s profile, for a 
given query; this results in the addition of selection conditions [KOU 04, 
BEL 05]. In more general terms, using a set of items ,Q  a personalized 
approach will return a set of items 'Q  such that the characteristics of 'Q  are 
included in that of ,Q  'Q Qy�  (in the sense of set theory). 

EXAMPLE 1.2.– Suppose that the set of items Q  to personalize consists of 
cookery books concerning recipes using apples and that the user’s 
preferences apply only to desserts. The book most suited to the user’s 
preferences (i.e. a personalized choice 'Q ) would be, for example, a book of 
apple-based dessert recipes. 

To conclude, in this chapter we have clearly shown the difference 
between an operational information system, a decision support system and a 
recommender system; we have also distinguished between the notions of 
recommendation and personalization. In the rest of this book, we shall 
consider one specific type of information system: recommender systems, 
which provide recommendations to assist users in the fulfillment of  
given tasks. 



2 

Recommender Systems 

Nous avons une superbe aiguillette de boeuf mode en gelée. Je me permettrai de 
vous la recommander. Cest très bien. A moins que vous nayez envie du poulet à 

l'estragon, qui est très bien aussi (We have a superb aiguillette of jellied beef, which 
I would recommend. It’s very good. Unless you would prefer our chicken with 

tarragon, which is also very good) 
Jean Dutourd, The Horrors of Love, 1963 

A recommender system is an information-filtering technique used to 
present the items of information (video, music, books, images, Websites, 
etc.) that may be of interest to the user (Figure 2.1). 

 

Figure 2.1. The recommender system seen as a black box [JAN 10] 

Recommender systems reduce information overload
by estimating relevance

Recommendation
component

Recommendation
list

Information and Recommender Systems, First Edition. Elsa Negre.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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2.1. Introduction 

Recommender systems have been studied in the context of a range of 
domains, including information retrieval [KEN 71, SAL 83, BAE 99], the 
Internet [BAE 04, WHI 07], e-commerce [SCH 01], Web usage mining [SRI 
00, FU 02, PIE 03, BAE 05] and many others. The key problem addressed 
by recommendation may be summarized as an estimation of scores for items 
that have not yet been seen by a user. The number of items and the number 
of system users may be very high, making it difficult for every user to view 
every item or for each item to be evaluated by all users. A method is, 
therefore, required to estimate the scores for non-viewed items. 

Intuitively, this evaluation is generally based on the scores given by a 
user to other items, and on other information, which is formally described 
later in the chapter. When it is possible to estimate the scores for non-
evaluated items, the items with the highest scores may be recommended to 
the user. In more formal terms, [ADO 05] formulated the recommendation 
problem in the context of e-commerce as given in definition 2.1. 

DEFINITION 2.1.– Recommendation in e-commerce. 

Let C be the set of all users, I the set of all possible items that may be 
recommended (books, videos, restaurants, etc.) and ݑ  a function that 
measures the utility of an item ݅ to the user c, that is u: C × I → ℝ. 

Thus, for each user c ∈ C, we wish to select the item i′ ∈ I that has the 
maximum utility for the user: ( ), ,c i Ic C i argmax u c i∈′∀ ∈ = . 

In recommender systems, the utility of an item is generally represented 
by a score, which indicates a specific user’s appreciation of a specific item. 

EXAMPLE 2.1.– In this example, the items are movies that four users, 
Arnaud, Patrick, Marie and Elsa, may have scored. For example user 
Arnaud gave the movie “Harry Potter” a score of 3 (of 10). This gives us the 
matrix C × I: 
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u(c,i) Harry Potter Ice Age Ice Age 2 The Expendables Welcome to the Sticks 
Elsa  8  2 7 
Marie 9 8  3 6 
Arnaud 3 5  5  
Patrick 5 3  3 3 

Note that each cell (c, i) in the matrix corresponds to the utility score 
assigned to the movie i by the user c. 

The central problem for recommender systems lies in the fact that this 
utility value ݑ is not usually defined across the whole space C × I but simply 
for a certain subset. This means that ݑ must be extrapolated to the whole 
space C × I. In recommender systems, utility is typically represented by 
scores and is defined, first, using items that have previously been evaluated 
by users. The recommender engine should, therefore, be able to predict the 
scores of the non-evaluated item × user combinations and to publish 
appropriate recommendations based on these predictions. 

Once unknown scores have been estimated, actual recommendations of 
items for a user are produced, choosing the highest score from the predicted 
scores for the specific user, following the formula given in definition 2.1. 

The best items may be recommended to a user, that is the most relevant 
items for that specific user will be given; alternatively, a set of users may be 
recommended for an item, that is those most interested in the item will be 
named. 

2.2. Classification of recommender systems 

Recommender systems may be classified according to three approaches: 
score estimation method, the data used to estimate scores or the main 
objective of the system. 

2.2.1. Classification by score estimation method 

Unknown scores may be extrapolated from known scores via a heuristic 
or a model: 
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– heuristic1: a heuristic is specified to define the utility function and its 
execution is validated empirically. A utility function is then calculated to 
optimize certain execution criteria; 

EXAMPLE 2.2.– Consider the Users × Movies matrix from Example 2.1. One 
possible heuristic would be: value(“Ice Age 2”) = value(“Ice Age”) + 1. On 
the basis of this heuristic, the system gives the movie “Ice Age 2” values of 9 
for Elsa and Marie, 6 for Arnaud and 4 for Patrick. 

– model: the collection of scores is used to “learn2” a model, which is 
then used to predict scores, whether via a probabilistic approach [BRE 98], 
automatic learning techniques [BIL 98] or statistical models [UNG 98]. 

EXAMPLE 2.3.– Consider the Users × Movies matrix shown in Example 2.1. 
One example of a model consists of considering that all users providing 
evaluations for the movie “Welcome to the Sticks” gave a similar score to 
the movie “Ice Age 2”. On the basis of this model, the system gives the 
movie “Ice Age 2” a score of 7 for Elsa, 6 for Marie and 3 for Patrick. 

2.2.2. Classification by data exploitation 

Recommender systems may be classified according to the scores, which 
have already been evaluated, used to estimate the missing scores [HIL 95, 
BAL 97, KAZ 06]: 

– content-based method: the user receives recommendations for items 
that are similar (in terms of a measure of similarity between the two items) 
to those which he or she has given high scores previously; 

EXAMPLE 2.4.– Consider the Users × Movies matrix shown in Example 2.1. 
The system attributes utility values to movies that Elsa has not yet evaluated. 
This utility value is calculated on the basis of scores given to the movies Elsa 
has already evaluated. The movies “Ice Age” and “Welcome to the Sticks” 
were scored in almost exactly the same way. On the basis of this observation 
and on the fact that the movies “Ice Age” and “Ice Age 2” are very 
“similar”, for Elsa, the system gives the movie “Ice Age 2” the highest 

                                   
1 A heuristic is a problem-solving method that is not based on a formal model and will not 
necessarily produce an optimal solution. 
2 A model may be learned via a learning sample. More precisely, models are constructed 
through the use of a learning sample and validated using a test sample. 
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score, which she gave to the movies “Ice Age” and “Welcome to the Sticks”, 
that is 8. 

– collaborative filtering method: the user receives recommendations for 
items that have received high ratings from other users with similar tastes and 
preferences (in terms of a measure of similarity between users and items); 

EXAMPLE 2.5.– Again, let us consider the Users × Movies matrix from 
Example 2.1. The system looks for users who are similar to Elsa: Marie is 
selected, as the two users gave very similar scores to the same movies. On 
the basis of Marie’s scores, the system gives the movie “Harry Potter” a 
rating of 9 for Elsa, that is the score that Marie gave for the same movie. 

– hybrid method: a combination of the earlier-described two methods. 

2.2.3. Classification by objective 

Another method for classifying recommender systems was recently put 
forward by [HER 08], based on the objective of the recommender system 
rather than on the data or estimation methods used. 

The author introduced two notions, filter and guide. The filter is 
responsible for selecting interesting or useful items from a large quantity of 
possible items, that is must identify candidates (useful/relevant items) and 
recommendable items. The guide is responsible for ordering recommended 
items, that is determining when and how each recommendation is to be 
presented to the user. 

The filter, therefore, corresponds to the selection of candidates for 
recommendation from a large set of items, and the guide orders candidate 
recommendations. 

In summary, the recommender systems assist users with information 
retrieval. Whatever is the system used, it may be classified on the basis of 
objective, the data used to estimate scores or the score estimation method. 

2.3. User profiles 

Whatever recommendation technique is used, certain information needs 
to be considered in relation to users; this information is stored in, what we 
call, user profiles. These profiles are constructed with or without input from 
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the users themselves: a distinction is made between explicit and implicit data 
collection in the context of profile construction. 

Data collection is explicit in cases in which the users explicitly express an 
opinion, for example by ordering a collection of items by preferences, 
choosing the most relevant item or creating a list of items that are interesting 
to them. Implicit data collection occurs when user preferences or opinions 
are induced by “analyzing” their actions, for example by considering which 
items the user has already seen, keeping track of browsing history 
(purchases, items considered for a certain period, etc.) and analyzing the 
user’s social network to discover their likes and dislikes. 

Further details on user profiles may be found in [BOH 07], [DAO 08] and 
[TCH 12] (in French), and [LAH 03] and [BHA 91] (in English). 

Note that user profile data may be represented in different ways 
according to requirements but are generally stored as attribute–value pairs, in 
which each pair constitutes a property of the profile. Properties may also be 
grouped into categories. 

EXAMPLE 2.6.– Table 2.1 shows an extract from the profile of user Marie 
based on the information and preferences provided by the user. 

Identifier 1 
Personal 
information 

User Marie  
Sex Female 

Book Genre Thriller/Crime 
Author S. King, M. Connelly  

Movie Genre Children’s, Animated, Comedy 

Director G. Lucas 

Table 2.1. Extract from the user profile for Marie 

2.4. Data mining 

Recommender systems traditionally make use of techniques taken from 
research areas such as Human–Computer Interfaces (HCI) or Information 
Retrieval. However, many of these approaches are based on data mining 
techniques. This process involves three stages, according to [RIC 11]: 
preprocessing [PYL 99], analysis and interpretation of results (see Figure 2.2). 
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Figure 2.2. Stages and methods used in approaches based on data mining [RIC 11] 

Data preprocessing (e.g. cleaning, filtering and transformation) is often 
necessary to obtain “clean” data, suitable for the analytical techniques used 
later. The most widespread preprocessing techniques are as follows: 

– similarity measures or mathematical distance (which is presented in 
Chapter 3; examples include Euclidean distance, Cosine similarity and the 
Pearson correlation coefficient) to compare items; 

– sampling, intended to provide a representative subset of a more 
voluminous initial set, for example cross-validation [ISA 08]; 

– dimension reduction (e.g. Principal Component Analysis (PCA)  
[HUA 04] or Singular Value Decomposition (SVD) [GOL 70]) to 
eliminate irrelevant and redundant information, reduce the dimensions of 
the Users × Items matrix and make the data set more representative of  
the problem. 

Data analysis involves two distinct objectives: either predictive or 
descriptive. In the first case, classification techniques are used (k-Nearest 
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Neighbors (kNN) [COV 06], decision trees [QUI 86, ROK 08], rules  
[GUT 00], Bayesian networks [FRI 97], Support Vector Machines (SVM) 
[CRI 00] or artificial Neural Networks (aNN) [ZUR 92]). In the second case, 
the techniques used are based on association rules [MAN 94], clustering3  

(k-means [HAR 79], density-based [EST 96], message-passing-based  
[FRE 07] or using hierarchical approaches [OLS 95]). 

2.5. Content-based approaches 

For content-based approaches (see [PAZ 07] for further details), the 
system attempts to recommend items that correspond to the user’s profile. 
The profile is generally based on items that the user has liked in the past or 
on interests explicitly defined by the user. A content-based recommender 
system matches the characteristics of an item to a user’s profile to determine 
the relevance of the item for that particular user. The recommendation 
process thus consists of determining which items most closely match the 
user’s preferences. This type of approach does not require a large 
community of users, or a long history of system use. This process is shown 
in Figure 2.3. 

 

Figure 2.3. Content-based recommender system seen as a black box [JAN 10] 

The simplest means of describing a catalog of items is to use an explicit 
list of the characteristics of each item (also known as attributes, item 
profiles, etc.). For a book, for example this might include the genre, author 

                                   
3 Clustering consists of seeking a means of partitioning or grouping items into clusters or 
categories. This is done by optimizing a criterion that aims to group items into clusters, each of 
which should be as homogeneous as possible, and as distinct as possible from the other clusters. 
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name(s), publisher or any other information relating to the book. These 
characteristics are then stored, for example in a database. When a user 
profile is expressed in the form of a list of interests based on the same 
characteristics, the recommender system must simply match up the item 
characteristics with the user profile. 

The degree of matching between the item characteristics and the user 
profile may be measured in a number of different ways, including the Dice 
index [DIC 45] or other similarity measures [BAE 99], the term frequency–
inverse document frequency (TF-IDF) [SAL 75], techniques based on the 
similarity of vectorial spaces (kNN) [BIL 00], the Rocchio method [ROC 
71], Bayesian approaches [PAZ 07], decision trees [QUI 93], etc. These 
methods are then combined with statistical techniques, such as ߯ଶ [CHU 93], 
in cases in which there are too many keywords. Note that some of these 
approaches are discussed in detail in Chapter 3. 

Content-based recommender systems have a certain number of advantages: 

– they recommend items similar to those that users have liked in the past; 

– they take account of user profiles, something that is essential in order to 
obtain the most relevant recommendations for a specific user; 

– the process of matching the user preferences with the item 
characteristics works for a large number of data types (text, digital, etc.) 
because of the use of keyword lists; 

– data relating to other users are not required; 

– there are no problems associated with “cold start4” as the method is 
based on matching the user preferences with the item characteristics; 

– suitable recommendations can be made for users with “unique” tastes; 

– new items or even unpopular items may still be recommended. 

However, these systems also have their disadvantages: 

– not all content may be represented using keywords (e.g. images); 

                                   
4 Although recommender systems allow us to recommend relevant items to a user, problems 
arise when new items are added to the catalog, or in the case of new or different users. The 
cold start problem occurs when recommendations are needed for items and/or users where no 
implicit or explicit information is available. There are therefore two types of problem 
associated with cold start: new users and new products. 
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– it is not possible to distinguish between the items using the same sets of 
keywords; 

– users who have already seen a large number of items are difficult to 
deal with (too much profile information to match with the item characteristics); 

– no history is available when new users begin using the system; 

– there is a risk of over-specialization, that is limiting recommendations 
to similar items (excessively homogeneous responses); 

– user profiles remain difficult to create, and it is important to take 
account of changing or evolving tastes; 

– the users need to provide feedback on suggestions in order to improve 
recommendation quality, something that is not generally appreciated; 

– these systems are entirely based on item scores and interest scores: the 
fewer the available scores, the more the set of possible recommendations 
will be limited. 

Note that not making use of other users’ opinions represents both an 
advantage (little information is required) and a disadvantage (because of the 
lack of variety). 

EXAMPLE 2.7.– Let us consider a catalog of books, such as the extract 
presented in Table 2.2, and an extract from the profile of a specific user, 
Marie, based on previous book purchases and information provided 
concerning preferences, as shown in Table 2.3. We wish to recommend 
books that Marie might enjoy. To do this, we need to match up Table 2.2 
with Table 2.3 and to identify those books that correspond most closely to 
Marie’s preferences. Table 2.4 shows a summary of the matching process 
between the two tables (yes: details match; no: details do not match). Thus, 
from Table 2.4, we see that the books “The Shining” and “Millennium” 
could be recommended to Marie (as the characteristics of these books 
correspond most closely to Marie’s preferences). 
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Title Genre Author Price Keywords  
Shining, The Thriller S. King 19.50 Alcoholism, Colorado, Mediums, 

Supernatural, Hotel, etc.  

Millennium Crime S. Larsson 23.20 Journalism, Investigation, Murder, 
Sweden, Politics, etc.  

Bridget Jones’s 
Diary 

Romance H. Fielding 8.50 Single, Humor, Love, Thirty-
something, Diary, etc.  

Table 2.2. Extract from a book catalog 

Titles Genres Authors Price Keywords  

Doctor Sleep, 
Joyland, Suicide 
Intervention, Darling 
Lilly, etc.  

Crime, Thriller S. King,  
M. Connelly, etc. 

15 Detectives, 
Murder, 
Supernatural, etc.  

Table 2.3. Extract from user profile: Marie 

User preferences The Shining Millennium Bridget Jones’s Diary  
Genre Yes Yes No 

Price Yes Yes Yes 
Keywords Yes Yes No 

Table 2.4. Matches between book characteristics and Marie’s preferences (profile) 

2.6. Collaborative filtering approaches 

The systems based on collaborative filtering (see [SCH 07] for more 
details) produce recommendations by calculating the similarity between the 
preferences of different users. These systems do not attempt to analyze or 
understand the content of recommended items but suggest new items to the 
users based on the opinions of the users with similar preferences. The 
method consists of making automatic predictions (filtering) regarding the 
interests of a given user by collecting the opinions of a large number of 
users. The hypothesis that underpins this type of approach is that those who 
liked a particular item in the past tend to continue to like this specific item 
(or very similar items). This process is shown in Figure 2.4. 
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Figure 2.4. Collaborative filtering recommender system seen as a black box [JAN 10] 

Collaborative approaches attempt to predict the opinion a user will have 
of different items and to recommend the “best” item to each user in relation 
to their previous tastes/opinions and the opinions of other similar users. This 
is generally done using the following mechanism: 

1) Large numbers of user preferences are recorded. 

2) A subset of users with similar preferences to the user seeking a 
recommendation is identified. 

3) An average preference for this group is calculated. 

4) The resulting preference function is used to recommend options/items 
to the user seeking a recommendation. 

Note that the notion of similarity must be clearly defined. 

Three approaches exist: item-to-item approaches, based on similarities 
between items; user-to-user approaches, based on similarities between users 
and other approaches. The difference between the first two approaches is 
shown in Example 2.8. 

EXAMPLE 2.8.– In this example, consider the Users × Movies matrix of 
Example 2.1, showing the scores given to movies by four users, Arnaud, 
Patrick, Marie and Elsa. For the purposes of this example, we shall simplify 
the matrix by replacing scores greater than or equal to 5 by a score of 1 and 
scores less than 5 by a score of 0. This gives us the following matrix: 
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,ܿ)ݑ ݅) Harry 
Potter 

Ice Age Ice Age 2 The 
Expendables

Welcome to the  
Sticks 

Elsa  1  0 1  
Marie 1 1  0 1  

Arnaud 0 1  1  
Patrick 1 0  0 0  

Using an item-to-item approach, recommendations are made by identifying 
items with the same level of interest for multiple users. Both Elsa and Marie 
like the movies “Ice Age” and “Welcome to the Sticks”. This suggests that, 
as a general rule, users who like the movie “Ice Age” will also like 
“Welcome to the Sticks”. The movie “Welcome to the Sticks” could, 
therefore, be recommended to Arnaud (who liked the movie “Ice Age”). Note 
that this approach is suitable for use with large numbers of users and items 
(into the millions). 

In the case of a user-to-user approach, recommendations are produced 
by finding users with similar opinions. Both Elsa and Marie liked the movies 
“Ice Age” and “Welcome to the Sticks” but did not like “The Expendables”. 
As Marie and Elsa share these opinions, it would appear that they generally 
have the same tastes. The movie “Harry Potter” would, therefore, be a good 
recommendation for Elsa, as Marie enjoyed it. Note that this approach 
would not be suitable for systems with millions of users. 

Collaborative filtering recommender systems are extremely varied and 
may be based on a number of techniques, including: 

– similarity between users (the Pearson correlation coefficient [ROD 88], 
etc.) or neighborhood selection (algorithms based on neighborhood searches 
(kNN [ADE 14], etc.)) for user-to-user approaches; 

– similarity between items (Cosine similarity [QAM 10], etc.) for item-
to-item approaches; 

– score prediction techniques (PCA [PEA 01], matrix factorization (SVD 
[GOL 65]), Latent Semantic Analysis (LSA) [DEE 90], association rules, 
Bayesian approaches [FRI 97], etc.) for other approaches. 

Note that some of these approaches are discussed in detail in Chapter 3. 

Collaborative filtering recommender systems have a number of advantages: 

– the use of other users’ scores in evaluating the utility of items; 
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– identification of users or groups of users whose interests correspond to 
the current user; 

– the more users the system has, the more scores will be available, thus 
improving result quality. 

However, systems of this type also have their disadvantages: 

– difficulty in identifying similar users or groups of users; 

– the recommender system must deal with a low-density Users × Items 
matrix; 

– the cold start problem is present for new users, as their preferences are 
unknown, and for new items added to the catalog, for which no scores will 
be available. 

Note that in systems with large numbers of items and users, the 
calculation effort required increases in a linear manner; suitable algorithms 
are therefore required. Similarly, it is important to be aware of the problems 
associated with a lack of diversity: it is not particularly useful to recommend 
all movies starring the actor Antonio Banderas to a user who enjoyed one of 
his movies in the past. Finally, depending on the context in which the 
recommender system is used, that is according to the type of items, 
significant issues need to be managed, notably those relating to security and 
privacy. 

2.7. Knowledge-based approaches 

Knowledge-based recommender systems (see [BUR 00] for more details) 
are a specific type of recommender system based on explicit knowledge 
obtained by combining items, user preferences and recommendation criteria 
(concerning which items should be recommended in which context). These 
systems are applied in cases where alternative approaches, such as 
collaborative filtering or content-based approaches, cannot be applied. A 
major advantage of these systems is that the cold start problem does not exist 
in these cases. However, drawbacks exist concerning the acquisition of 
knowledge, which needs to be defined explicitly. Recommender systems of 
this type make use of information concerning users, items and the context. 
This process is shown in Figure 2.5. 
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Figure 2.5. Knowledge-based recommender system seen as a black box [JAN 10] 

Two approaches are used in knowledge-based recommendation: case-
based recommendation [BUR 00, SMY 04, MIR 05, RIC 07] and constraint-
based recommendation [THO 04, FEL 07, FEL 08]. Systems of this type use 
a wide range of knowledge sources and operate in a very similar manner: for 
example they collect requirements from current users to propose new 
solutions or alternatives in cases where no solution can be identified and 
must be able to explain item recommendations. 

Case-based recommenders consider recommendation as a similarity 
evaluation problem, aiming to find items that are most similar to the user’s 
ideas, considering that similarity characteristics are often associated with 
domain-specific knowledge and considerations. 

Constraint-based recommendations take account of explicitly defined 
constraints (for example filtering or incompatibility constraints). 

If no items are found to correspond to the user’s wishes (either the 
calculated similarity value is more than a certain threshold for all relevant 
items or the set of constraints and the user’s wishes are contradictory), both 
the approaches use mechanisms to identify a minimum set of modifications 
to the user’s wishes in order to obtain a solution [MCS 04, FEL 07]. 
Interactions with a knowledge-based recommender system are generally 
modeled in the form of a dialog box (conversational recommendation), in 
which users can specify their wishes in the form of responses to questions 
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[BUR 00, THO 04, MIR 05, FEL 07, RIC 07]. Interactions between the user 
and the application may also be enriched by the use of natural language 
[THO 04], which helps in more flexible interactions. 

Many case-based recommendation applications use the concept of 
criticism [BUR 00, SMY 04, CHE 06], in which a given user answers to a 
recommended item by identifying the ways in which it differs from his/her 
ideal. For example, a user receiving a recommendation for a traditional-style 
restaurant may request a “more creative” option and will thus obtain a 
recommendation for an establishment offering a more contemporary take on 
the same style of cuisine [BUR 97]. This type of interface is helpful as it 
allows users to formulate requirements on the fly, in response to suggestions 
from the system. 

However, certain types of items, such as apartments and cars, are not 
bought on a very regular basis; score-based systems, therefore, do not 
produce very good results because of the lack of available scores. In certain 
complex domains, clients wish to specify their preferences explicitly (e.g. 
the maximum price of a car). In this context, the recommender system needs 
to consider these constraints. For example, in the context of financial 
services, all suggestions should correspond to the investment period 
specified by the client. Aspects of this type are not considered by 
collaborative filtering or content-based approaches. In areas such as financial 
services, photography and tourism, only knowledge-based recommender 
systems are able to provide relevant recommendations. 

Finally, knowledge-based recommender systems are often 
“conversational”, that is user requirements and preferences are obtained 
through feedback. One major reason for the conversational nature of this 
type of recommender system is the complexity involved in accounting for all 
of a user’s preferences at once. Furthermore, the user preferences are 
generally not precisely known at the outset but are constructed on the fly. 
Conversational interaction allows user preferences to be clearly established: 
“more like this”, “less like that”, “none of those”, etc. 

Note that the distinction between the content-based recommender 
systems and the knowledge-based systems in publications on the subject is a 
very fine line. Many authors see content-based approaches as a subset of the 
knowledge-based approaches. However, in this book, we have chosen to use 
the classification established by [ADO 05], in which content-based 
approaches are characterized by the use of information contained in item 
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characteristics (descriptions); in the case of the knowledge-based 
approaches, information and knowledge must be added in order to produce 
recommendations. 

2.8. Hybrid approaches 

Hybrid recommender systems make use of components or logic from 
different types of recommendation approaches (an overview is given in 
[BUR 02]). For example, a system of this type might use both external 
knowledge and item characteristics, combining collaborative filtering and 
content-based approaches. 

 

Figure 2.6. Hybrid recommender system seen as a black box [JAN 10] 

Note that the notion of “hybrid” is an artifact of the historical evolution 
of recommender systems, in which certain types of knowledge sources were 
first used, producing well-established techniques; these techniques were later 
combined. If the notion of recommendation is considered as a problem for 
which the solution may be based on multiple knowledge sources, our sole 
concern is to identify which sources are most appropriate for a given task 
and to determine the most efficient way of using these sources. This process 
is shown in Figure 2.6. 
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There are three broad categories of system combinations used in 
designing hybrid recommender systems [BUR 02, JAN 10]: monolithic 
hybridization design, parallelized hybridization design and pipelined 
hybridization design. 

The monolithic hybridization design integrates aspects of different 
recommendation strategies into a single algorithm. As shown in Figure 2.7, 
different recommender systems contribute to this process, as the hybrid 
approach uses additional input data that are specific to another recommendation 
algorithm; in other cases, input data may be supplemented using one 
technique and exploited using another technique. For example, an essentially 
content-based recommender system making use of community data to 
determine similarities between items would fall into this category. 

 

Figure 2.7. Monolithic hybridization design [JAN 10] 

 

Figure 2.8. Parallelized hybridization design [JAN 10] 

The two other hybridization approaches require at least two separate 
implementations of recommendation processes, which are then combined. 
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Parallelized hybrid recommender systems operate independently using 
the same input data and produce separate lists of recommendations, as 
shown in Figure 2.8. 

These outputs are then combined in a later hybridization step in order to 
produce a final set of recommendations. 

When several recommender systems are linked via a pipeline architecture, 
as shown in Figure 2.9, the output from one recommender system provides 
part of the input data for the following system. Initial input data may 
sometimes be used to supplement the input data for one or more of the 
systems in the pipeline. 

 

Figure 2.9. Pipelined hybridization design [JAN 10] 

2.9. Other approaches 

Other recommendation approaches also exist. Few examples include the 
following: 

– graph-based recommender systems [RIC 11], similar to collaborative 
filtering approaches, in which data are represented in the form of a graph, 
where nodes are users, items or both, and edges are used to represent 
interactions or similarities between users and/or items. Figure 2.10 shows a 
representation of these approaches (based on Example 2.1 for scores ≥ 5) in 
which data are modeled in the form of a bipartite graph5, where the two sets 
of nodes represent users and items, and an edge is placed between each user 
c and item ݅ if ݅ has been given a score by ܿ; 

                                   
5 In the graph theory, a graph is said to be “bipartite” if the set of vertices can be split into 
two subsets, ܷ and ܸ, so that each edge has one extremity in ܷ and the other in ܸ. 
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– trust-based or trust-aware recommender systems [AND 08, GOL 08, 
JAN 10, RIC 11] have emerged with the development of the Internet. Again, 
these systems are similar to collaborative filtering and are based on the 
sociological idea that users are more likely to have similar opinions and 
tastes to people they know and trust. Approaches of this type aim to refine 
classic recommendation techniques by exploiting trust relationships between 
the users within a network; 

– context-aware recommender systems [ADO 08, JAN 10, RIC 11] adapt 
to the specific contextual situation of the user (location, people around him 
or her, available resources, etc.); 

– group-based approaches may also be used as users rarely operate 
alone and rarely have only one requirement [RIC 11]. These approaches 
aggregate different information in order to best respond to the 
expectations of a group of users. Another variant takes the form of 
multicriteria approaches [ROY 96, LAK 11, RIC 11], which supply 
recommendations by modeling the utility of an item for a user as a score 
vector based on multiple criteria. 

 

Figure 2.10. Representation of scores as a bipartite graph 

This chapter has covered a number of different approaches used to 
propose recommendations to a user. The four most widespread approaches 
are content-based approaches, collaborative filtering approaches, 
knowledge-based approaches and hybrid approaches (a combination of 
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other types of approach). Table 2.5 6  summarizes the advantages and 
disadvantages associated with each of these approaches (as hybrid 
approaches include a combination of other approaches, they possess the 
advantages and disadvantages of the component approaches). 

 Advantages Disadvantages  
Collaborative 
approaches 

– Knowledge engineering is 
useless 
– Chance involved in results 
– Use of other users’ scores 

– Need for feedback 
– Cold start problem for new users 
and new items 
– Low density of Users × Items 
matrix 
– Data security issues  

Content-based 
approaches 

– Community data are useless 
– Possibility of comparing items  
– Comparison of user preferences 
with item characteristics 
– No cold start problem for new 
items 
– No issues with low matrix 
density 

– Item descriptions required 
– Cold start problem for new users 
– Over-specialization 
– Need for feedback 
– Impossible to represent 
everything using keywords 

Knowledge-
based 
approaches 

– Deterministic recommendations
– Quality guaranteed 
– No cold start problem 

– Need for knowledge engineering 
– Approaches are generally static 
– Recommendations are not 
particularly sensitive to short-term 
trends 

Table 2.5. Advantages and disadvantages of different recommendation approaches 

                                   
6 Recommendations are considered to be deterministic when the system always returns the 
same list of recommendations for the same user and the same catalog of items. 
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Key Concepts, Useful Measures and 
Techniques 

Moins il y a de distance entre deux hommes, plus ils sont pointilleux pour le faire 
remarquer (The shorter the distance between two men, the greater their insistence 

that it should be noticed) 
Antoine Rivarol, 1788 

In this chapter, we consider ways in which similarity may be measured, 
including metrics and distances, alongside a number of other techniques used 
in the context of recommender systems. The approaches presented in the 
following sections are those discussed elsewhere in this book and correspond 
to defined contexts. This chapter does not aim to provide an exhaustive list 
of all existing methods but simply gives an overview of the most widely 
used methods in the context of recommender systems (see the previous 
chapter). Table 3.1 shows the contexts of use of the approaches discussed in 
the previous chapters. Note that many approaches may be used in a variety 
of contexts. 

Similarity measures generally take the form of functions quantifying the 
relationship between two objects, compared on the basis of their similarities 
and differences. The two objects must, clearly, be of the same type. 
However, the value given for a measure of similarity between x and y may 
be different to that given between y and x. Thus, not all similarity measures 
are metrics. In mathematical terms, a metric, or a distance, is a value 
function within the set of real numbers ,R  which defines the distance 
between the elements of a set X, such that : .d X X× → R  

 

Information and Recommender Systems, First Edition. Elsa Negre.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.



30     Information and Recommender Systems 

 Data mining Content- 
based 

approaches 

Collaborative approaches  
Preprocessing Analysis User-to-

user 
Item-to-

item 
Other  

Euclidean 
distance 

√  
     

Cosine 
similarity 

√  
   √  

 

Pearson 
correlation 

√  
  √  

  

PCA √  
    √  

SVD √  
    √  

kNN  √  √  √  
  

Decision trees  √  √  
   

Association 
rules 

 √  
   √  

K-means  √  
    

Dice index   √  
   

TF-IDF   √  
   

LSA      √  

Table 3.1. Context of the approaches presented in this book 

Let x, y and z be three elements of a set, and let d(x, y) be the distance 
between x and y. In order to be a metric, a measure d must satisfy the 
following four conditions: 

– positivity: d(x, y) ≥ 0; 

– principle of identity of indiscernibles: d(x, y) = 0 ≡ x = y; 

– symmetry: d(x, y) = d(y, x); 

– triangular inequality: d(x, z) ≤ d(x, y) + d(y, z). 

These conditions express notions that are intuitive when considering the 
concept of distance, for example the fact that the distance between two 
distinct points must be positive and that the distance from x to y is the same 
as the distance from y to x. The triangular inequality means that the distance 
from x to z directly cannot be greater than that from x to y then from y to z. 
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In this chapter, we focus on syntactic approaches. A syntactic measure of 
similarity allows us, for example, to compare textual documents on the basis 
of the character sequences they contain: the sequences “truck” and “trucker” 
may be considered very similar, whereas “truck” and the British equivalent, 
“lorry”, might be considered very different. This type of measure, applied to 
character sequences, produces a value that is obtained algorithmically. 

3.1. Vector space model 

Generally speaking, a user profile, community data and product characteristics 
may be represented using vectors. The representation of these different sets 
in vector form in a shared vector space is known as a vector space model. 

In the context of recommender systems, items and users are, therefore, 
represented in vector form. In this case, we simplify the vector representation by 
limiting ourselves to vectors of size 4 (for reasons of readability and ease of 
calculation), showing keywords (in this case, relating to movie/book genres) 
shared by users and items. The value 1 will be used to indicate the presence 
of the keyword in an item’s characteristics or in a user’s profile, and the 
value of 0 will be used to indicate its absence. 

EXAMPLE 3.1.– On the basis of the profiles of Marie (see Table 2.1) and 
Arnaud (who likes the “Romance” and “Children’s” genres) and our 
extract from a book catalog (see Table 2.2), we obtain the following vector 
representations: 

 Crime/thriller Comedy Children’s Romance 
c1: Marie 1 1 1 0  

c2: Arnaud 0 0 1 1  
i1: The Shining 1 0 0 0  

i2: Bridget Jones’s Diary 0 1 0 1  

This matrix will be used throughout this chapter. 

3.2. Similarity measures 

3.2.1. Cosine similarity 

Cosine similarity [QAM 10] is often used [BAE 99] to measure similarity 
between documents. The cosine of the angle between the vector representations 
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of items or users to be compared is calculated. The similarity obtained is 
expressed as [ ]0,1 .cosinesim ∈  In the case of two items i1 and i2, the formula is 

as follows: 

( ) 1 2
cos 1 2

1 2

.  
,ine

i isim i i
i i

= r

r ur

ur  

EXAMPLE 3.2.– For items i1 (The Shining) and i2 (Bridget Jones’s Diary), we 

thus have 1 2
1 2

1 2

. 0
( ) 0

1 2
,

.
cosine

i i
sim i i

i i
= == =

r r

r r  showing that the two items 

have nothing in common. The two users c1 and c2 may be compared in the 
same way, giving simcosine (c1,c2) ≈ 0.408; it is also possible to calculate the 
similarity between an item and a user, for example simcosine (c1,i1) = 0.577 
and simcosine (c2,i1) = 0, which shows that item i1 (The Shining) is more 
relevant for c1 (Marie) than for c2 (Arnaud). 

3.2.2. Pearson correlation coefficient 

The Pearson correlation coefficient [ROD 88] calculates the similarity 
between two items or two users as the cosine of the angle between their 
standardized vector representation scores. The similarity obtained is 
expressed as [ ]1,1 .Pearsonsim ∈ −  For two users c1 and c2, the formula is as 

follows: 

1 2 1 1 2 2( ), ( ),Pearson cosinesim c c sim c c c c= − −  

where 1c  (resp. 2c ) represents the mean of c1 (resp. c2). 

EXAMPLE 3.3.– Retaining vectors of size 4, the mean for c1, 3
1 4 ,c =  

 for c2, 1
2 2c =  and for i1, 1

1 4 ,i =  we obtain 1 2,( )Pearsonsim c c =

( )1 1 2 2
1 / 2

, 0.577.
3 / 4. 1

cosinesim c c c c −
− − = ≈ −  In the same way, simPearson(c1,i1) 

≈ 0.333 and simPearson(c2,i1) ≈ –0.577. This shows that, according to the 
Pearson correlation coefficient, item i1 (The Shining) is more relevant for 
user c1 (Marie). 
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3.2.3. Euclidean distance 

Euclidean distance is used to calculate the similarity between two items 
or users as the distance between their vector representations is reduced to a 
single point. In the case of two users c1 and c2, the formula is as follows: 

2
1 2 1 2 1 21
, ( )( )

k k

n
Euclidean k

sim c c c c c c
=

= − = −∑r r
 

where n is the total number of represented terms, that is the size of the 
vectors. 

EXAMPLE 3.4.– Using vectors of size 4, we have 1 2 1 2,( )Euclideansim c c c c= −
r r

4 2
1 21

( ) 3 1.73.
k kk

c c
=

= − = ≈∑  In the same way, simEuclidean(c1, i1) ≈ 1.41 

and simEuclidean(c2,i1) ≈ 1.73. Hence, according to the Euclidean distance, i1 is 
more relevant for c1 than for c2. 

3.2.4. Dice index 

The Dice index [DIC 45] measures the similarity between two items or 
two users based on the number of common terms in the two vectors under 
consideration. In the case of two items i1 and i2, the formula is as follows: 

( ) ( )
1 2

1 2
1 2

2 ,
, c

Dice
i i

N i i
sim i i

N N
=

+
 

where Nc(i1, i2) is the number of terms shared by i1 and i2, and 
1i

N  (resp. 
2i

N ) 

is the number of terms of i1 (resp. i2). 

EXAMPLE 3.5.– Items i1 and i2 have no shared terms. Let us consider, as an 
example, that an item i1 contains 36 words. A second item i2 contains 21 
words. Thus, the Dice index between the two items i1 and i2 is: 

( ) ( )
1 2

1 2
1 2

2 , 2*0
, 0.

36 21
c

Dice
i i

N i i
sim i i

N N
= = =

+ +
 In the same way, if 

1
15,cN =  

simDice(c1, i1) ≈ 0.039 and if 
1

5,cN =  simDice(c2, i1) = 0. Consequently, 
according to the Dice index, i1 is more relevant for c1 than for c2. 
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3.3. Dimensionality reduction 

In the context of recommender systems, where problems may be equated 
to an estimation of scores in a utility matrix (Users × Items), these matrices 
may contain very large numbers of users and/or items. This may be 
problematic during data exploration and analysis processes. In these cases, 
data processing tools are required to improve understanding of the value of 
the knowledge available from these data. 

Dimensionality reduction is one of the oldest approaches used to respond 
to this problem. The aim of dimensionality reduction is to select or extract an 
optimal subset from the matrix, according to a predefined criterion. The 
selection of this subset allows us to eliminate information that is irrelevant or 
redundant with regard to the chosen criterion. This selection/extraction 
process thus reduces the dimension of the search space, making the data set 
more representative of the problem [FOD 02, GUÉ 06]. 

The main aims of dimensionality reduction are as follows: 

– to make it easier to visualize and understand data; 

– to reduce the required storage space; 

– to reduce learning and use times; 

– to identify relevant information. 

3.3.1. Principal component analysis 

Principal component analysis (PCA) [PEA 01, HUA 04] is a data analysis 
method used in multivariate statistics and consists of transforming correlated 
variables into new, decorrelated variables. These new variables are known as 
“principal components” or principal axes. As a dimensionality reduction 
technique, PCA allows us to reduce the number of variables used and to 
reduce redundancy levels in information sets (see [WIK 15b] for a detailed 
introduction). This approach involves both geometric and statistical aspects. 

In mathematical terms, PCA constitutes a simple change of basis, moving 
from a representation of the initial data using a canonical basis 1  to a 

                                       
1 In a matrix space with n lines and p columns, the canonical basis is the set of matrices Mi,j 
presenting a value of 1 at the intersection between the ith line and the jth column, with 0 
elsewhere. 
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representation on the basis of factors defined by the eigenvectors of the 
correlation matrix. 

In more concrete terms, PCA is used to describe large data tables (e.g. the 
Users × Items utility matrix). In cases involving large numbers of users and/or 
items, simple graphical representation methods cannot be used to visualize 
the point cloud formed by the associated data. PCA helps representations to 
be produced in a space of lower dimensions, highlighting potential structures 
within data. This is achieved by focusing on subspaces in which the 
projection of the cloud deforms the initial cloud as little as possible. 

3.3.2. Singular value decomposition 

Singular value decomposition  (SVD) [GOL 65] of a matrix is an 
important tool for factorizing real or complex rectangular matrices. It is a 
data reduction process [BAK 05]. 

In mathematical terms, let M be a matrix n × p (with n lines and p 
columns). SVD (see [JAN 10] for an example of SVD in the case of 
recommender systems for the Users × Items utility matrix) is a factorization 
algorithm that allows M to be expressed as the product of three specific 
matrices U, Σ and V such that: 

Σ TM U V=  

with: 

– U: orthogonal2 matrix, m × m; 

– Σ: positive diagonal3 matrix, m × n; 

– VT: orthogonal matrix4, n × n. 

                                       
2 A real square matrix ܣ of order ݊ is said to be orthogonal if it verifies one of the following 
equivalent properties: 

ܣܣ்  – =  ;ܫ

ܣ் ܣ – =   ;ܫ

ଵିܣ is reversible and ܣ – =  ,ܣ் 
with ܫ identity matrix of order ݊. 
3 A positive diagonal matrix contains real numbers greater than or equal to zero along the 
diagonal, with all other cells containing values of zero. 
4 The transposed matrix VTof a matrix ܸ is obtained by swapping lines and columns. 



36     Information and Recommender Systems 

Note that, conventionally, values Σi are arranged in order of decreasing 
values of i. The Σ matrix is defined uniquely by M (unlike U and V). 

3.3.3. Latent semantic analysis 

Latent Semantic Analysis (LSA) or latent semantic indexation [DEE 90] 
is a process derived from natural language processing in the context of 
vector semantics. In this specific context, LSA may be used to establish 
relationships between a set of user profiles (resp. items) and the keywords 
they contain, by constructing “concepts” linked to users (resp. items) and to 
keywords. On the basis of the matrix that describes the frequency of certain 
keywords in user profiles (or item characteristics), which is a sparse matrix 
with lines corresponding to keywords5 and columns corresponding to users 
(or items), LSA transforms this occurrence matrix into a relationship 
between keywords and “concepts”, and a second relationship between these 
“concepts” and users (or items). It then allows us to obtain a lower-ranking 
matrix, giving an approximation of the occurrence matrix. 

Intuitively, from the Keyword × User (resp. Keyword × Item) matrix, we 
see that the dimension of this matrix is reduced by applying, for example, an 
SVD to obtain a summary (unknown) consisting of “concepts”. The initial 
matrix is then reconstructed, but using these reduced dimensions. 

3.4. Classification/clustering 

Classification/clustering involves grouping users or items using an 
organized and hierarchical categorization system. 

3.4.1. Classification 

The objective of classification is to define rules allowing users or items to 
be placed into classes based on characteristic qualitative or quantitative 
variables. A training sample with a known classification, that is a sample in 
which the classes used to divide users or items are known in advance, is used 
as a starting point. This sample is used for learning classification rules. Note 

                                       
5 Keywords are generally words that have been truncated or reduced to a stem. The number of 
times a keyword appears in each profile is often standardized using the TF-IDF weighting. 



Measures and Techniques     37 

that, by convention, a second independent test sample is used to validate this 
classification. 

The most widely used classification methods and techniques include the 
following: 

– The k Nearest Neighbors (kNN) method [COV 06]: this simple method 
consists of comparing a user/item of unknown class to all stored users/items. 
The majority class from the kNN is then selected. In more formal terms, 
using the users/items xʹ from the training sample and a new user/item x for 
classification, the process consists of: 

- determining the k nearest users/items to x by calculating the distance 
between x and all xʹ; 

- counting the occurrences of each class for the k nearest users/items; 

- assigning x to the most frequent class. 

Note that this algorithm requires a defined value of k, the number of 
neighbors to consider, which may be determined by cross-validation. 
Similarly, the algorithm requires a distance between users/items, which may 
be obtained using different methods, such as those presented earlier in this 
chapter. 

– Decision trees [QUI 86]: this is a graphical representation of a 
classification process, specifically in tree form, in which the “leaves” at the 
end of each branch represent different possible results in accordance with 
decisions made at each stage. In the context of recommendation, the nodes in 
the tree represent characteristics of items and are used to partition data, for 
example as a function of the presence or absence of a keyword in a profile. 
Figure 3.1 shows a decision tree in which two classes (relevant and 
irrelevant) are used to determine whether or not a new item is relevant. 

3.4.2. Clustering 

In classification, classes are known beforehand and the objective is to 
create a classification rule to predict the way in which new observations 
(users or items) will be classed. In clustering, however, clusters are not 
predetermined. The aim of clustering is to find a means of classifying 
observations (users or items) based on available descriptors (see [JAI 88] for 
further details). 
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Figure 3.1. Example of a decision tree [JAN 10] 

Clustering techniques include K-means clustering [HAR 79]: using this 
rapid algorithm, K distinct clusters are presumed to exist. The algorithm then 
uses K centers6 of clusters µ1,…, µK from users or items. The following steps 
are then carried out in an iterative manner: 

1) for each user/item that is not a cluster center, the algorithm identifies 
the nearest cluster center, thus defining K clusters P1,…, PK , where Pj = {set 
of points nearest the center µj},∀j ∈ [1, K]; 

2) in each new cluster Pj, the algorithm defines a new cluster center µj as 
the barycenter of the points of Pj. 

                                       
6 These centers may be either selected because they are representative or designated at random. 
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The algorithm stops on reaching a determined STOP criterion: either the 
maximum number of iterations is reached, or the algorithm converges, that is 
the clusters remain identical from one iteration to the next, or the algorithm 
reaches a point of quasi-convergence, that is where intra-cluster inertia 
ceases to improve significantly from one iteration to the next. 

3.5. Other techniques 

Other techniques exist that do not fall into the categories of similarity 
measures, dimensionality reduction techniques and classification/clustering 
methods discussed earlier in the chapter. Two of these techniques are 
presented in sections 3.5.1 and 3.5.2. 

3.5.1. Term frequency-inverse document frequency (TF-IDF) 

In the context of recommender systems, TF-IDF is used to evaluate the 
importance of a term contained in a user profile or in the characteristics of an 
item, relative to a set of users or to a catalog of items. The weighting 
increases in proportion to the number of times the term occurs in a user’s 
profile or in the characteristics of an item. It also varies as a function of the 
frequency of the term among all users or throughout the catalog. Thus, the 
inverse frequency of the user profile (resp. the item characteristic) (idf) measures 
the importance of the term in relation to the set of users (resp. the catalog). 

In the case of TF-IDF, a higher weighting is given to the least frequent 
terms that are considered to be the most discriminating factors. This is 
carried out by calculating the logarithm of the inverse of the proportion of 
user profiles (or item characteristics) containing the term: 

{ }:
k

j k j

C
idf log

c t c
=

∈
 (resp. 

{ }
),

:
k

j k j

I
idf log

i t i
=

∈
 where |C| (resp. |I|) 

is the total number of users (profiles) (resp. total number of items) and 

{ }:j k jc t c∈  (resp. { }:j k ji t i∈
 
is the number of profiles (resp. item 

characteristics) in which the term tk appears. Finally, the weighting is 
obtained by multiplying the two measures: tfidfk,j = tfk,j.idfk. 

Note that the new vectors obtained using TF-IDF may be used as a basis 
for similarity measure calculations involving vector comparison (such as 
those discussed earlier). 
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EXAMPLE 3.6.– Considering users (and continuing to use a maximum of four 
terms), our example contains two profiles (c1 and c2), thus |C| = 2.  
Only profile c1 contains the term “Thriller/Crime”. Consequently, 

( )1
/ 2 0.301.Thriller Crimeidf log= ≈  

In the same way, the term “Children’s” appears in both  
profiles, so ( )2

’ 2 0.Children sidf log= =  The TF-IDF calculation for the term 
“Thriller/Crime” is therefore: 

1 1/ , / , /.Thriller Crime c Thriller Crime c Thriller Crimetfidf tf idf=
1 2
4 1. 0.075log= ≈  for profile c1 and 

2/ ,Thriller Crime ctfidf =

2

2
/ , / 1. 0. 0Thriller Crime c Thriller Crimetf idf log= =

 
for profile c2. For the  

term “Children’s”: 
1 1

1 2
’ , ’ , ’ 4 2. . 0Children s c Children s c Children stfidf tf idf log= = =  for 

profile c1 and 
2 2

1 2
’ , ’ , ’ 4 2. . 0Children s c Children s c Children stfidf tf idf log= = =  for 

profile c2. 

The vector representations of c1 and c2 using TF-IDF are as follows: 

 Thriller/Crime Comedy Children’s Romance  
c1 0.075 0.075 0 0  
c2 0 0 0 0.075 

3.5.2. Association rules 

An association rule [AGR 93, MAN 94] is an application of the form  
X ⇒ Y, where X and Y are disjoint sets of users/items, meaning that if X is 
“liked” then Y is also “liked”. Note that an association rule shows  
co-occurrence, and not causality. These rules may be detected from the  
Users × Items utility matrix using special techniques. 

The strength of an association rule may be measured by considering its 
support and confidence, for example: 

( ) ( )    

  

Number of transactions containing U X
Support X Y

Number of transactions
⇒ =

U
 

( )
( )

Number of transactions containing U XConfidence X Y
Number of transactions containing X

⇒ =
U  
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where a transaction is a subset of all users/items and describes a set of 
users/items that are scored together. In our specific context, using the Users 
× Items utility matrix, it is easy to consider a transaction for a set of items 
(resp. users) as a user (resp. an item) itself, that is a line (resp. column) in the 
matrix. 

[LIN 02] proposed a formula to calculate the score of a user/item e based 
on these two measures: 

( )( ) * ( )e rules containing e
score Support rule Confidence rule=∑  

3.6. Comparisons 

[HUA 08] and [STR 00], considering the performances of different 
measure techniques, showed that the performances of cosine similarity and 
the Pearson coefficient are very similar and significantly better than those 
obtained using Euclidean distance. However, [BAV 10] highlighted that the 
smaller the document, the better the result obtained using Euclidean 
distance; in these cases, the performance of cosine similarity is reduced. 

 Advantages Disadvantages  

Vector 
model 

– Whatever technique is used, 
vector-based approaches use 
the same initial format, i.e. 
vector representation 
– Techniques based on the 
vector model are easy to 
develop, requiring only vector 
calculations 

– Identical words considered to be relevant 
can sometimes have too much influence on 
the similarity value. For example the term 
“the” in titles such as “The Godfather” and 
“The Little Mermaid” is not really relevant, 
but it will still have a certain weight 
– Note, however, that lemmatization, the 
elimination of “empty” words and TF-
IDF can be used to counteract this effect 

Syntactic 
approaches 

– Techniques based on a 
syntactic approach leave no 
place for exceptions 
– This means they can be 
easily made automatic 

– By definition, techniques based on the 
syntactic approach do not consider 
semantics. For example there is no obvious 
similarity between the terms “romantic” and 
“sentimental”, despite the fact that the two 
words may be used to describe the same 
object 

Table 3.2. Advantages and disadvantages of the  
vector model and syntactic approaches 
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It is also useful to list the main advantages and disadvantages of each 
type of approach, rather than each measure. The measures and techniques 
presented in this chapter are mostly based on the vector model, or fall into 
the category of syntactic approaches. The advantages and disadvantages of 
these two broad groups are presented in Table 3.2. 

In conclusion, in this chapter, we discussed different techniques used in 
the context of recommender systems, whether in measuring the similarity 
between users, between items, or between users and items (cosine similarity, 
Pearson correlation coefficients, Euclidean distance and the Dice index), or 
in reducing the number of dimensions in order to make it easier to analyze 
relationships between users, items or users and items (PCA, SVD, LSA).  
A third group of techniques involves classifying or clustering users or items, 
and still other techniques may be used (TF-IDF, association rules). Note that 
each of these techniques has its own characteristics and may be used as a 
complement to any of the others. 



4 

Practical Implementations 

It is easy to know something, but difficult to put that knowledge into practice 
Chinese proverb 

The different recommendation techniques presented in Chapter 2 are used 
in a variety of contexts, including commercial, industrial and academic 
applications. This chapter presents a number of ways in which these 
techniques are implemented in practice. 

4.1. Commercial applications 

Many systems that we use on a daily basis offer recommendations to their 
users: for example groups, jobs and people may be recommended by 
LinkedIn [LIN 15]; Facebook [FAC 15] recommends friends; systems such 
as Last.fm [LAS 15] recommend music, and Websites such as Forbes.com 
[FOR 15] recommend news stories. In this section, we describe the 
recommendation techniques used by Amazon.com [AMA 15] (for product 
recommendations) and by Netflix [NET 15] (for movie recommendations). 

4.1.1. Amazon.com 

Recommender systems are widely used by online retailers. Websites such 
as Amazon.com [AMA 15] (or other similar online retailers) present users 
with suggestions of products that they may wish to buy. 

Recommendation algorithms are widely known due to their use by  
e-commerce sites, where client interests are used as input in order to 

Information and Recommender Systems, First Edition. Elsa Negre.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.
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generate lists of recommended products. Many applications only use details 
of products that clients have purchased and evaluated explicitly in order to 
represent these interests, but other attributes may also be included, such as 
lists of consulted products, demographic data and favorite artists. 
Amazon.com uses recommendation algorithms to personalize the online 
store for each client. The store changes radically in response to client 
interests, displaying programming products to software engineers, for 
example, and baby toys to young mothers. 

The algorithm used by Amazon.com is based on item-based (or item-to-
item) collaborative filtering. The online calculations used by the algorithm 
are independent of the number of clients and the number of products in the 
catalog. The algorithm offers recommendation in real time and is suitable for 
use with huge quantities of data [LIN 03]. 

Amazon.com uses recommendations as a targeted marketing tool. By 
clicking on the “Your Amazon” link, users are taken to an area in which they 
may filter recommendations by product type and/or category, evaluate 
product recommendations, evaluate previous purchases and understand why 
certain products have been recommended to them (see Figure 4.1). 
Moreover, as we see from Figure 4.2, the recommendation list in the cart 
suggests products to clients based on the contents of their cart. This function 
operates in a similar way to impulse purchases at the checkout line in a 
supermarket, except that in the case of Amazon.com, these suggested “impulse 
buys” are targeted at individual clients. Amazon.com uses recommendation 
algorithms to personalize its Website based on each client’s specific interests. 

Rather than matching user profiles with similar clients, item-to-item 
collaborative filtering matches each product purchased and/or evaluated by a 
client with similar products, then combines these similar products into a list 
of recommendations. To determine which matches are most similar to a 
given product, the algorithm constructs a matrix of similar products, aiming 
to identify products that clients often purchase together. Given a matrix of 
similar products, the algorithm identifies products that are similar to each 
item purchased and/or evaluated by the user, aggregates the products and 
then recommends the most popular or most closely correlated articles. This 
calculation is extremely rapid, as it depends only on the number of products 
purchased and/or evaluated by the user. 
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Figure 4.1. “Your Amazon” on Amazon.com 

 

Figure 4.2. In-cart recommendations on Amazon.com 

4.1.2. Netflix 

Netflix [NET 15] is an online movie rental service that allows users to 
rent movies for a monthly fee, based on a list of movies that they wish to see 
in a given order of priority. Movies are then sent out to users or delivered via 
streaming. Using the DVD option, users simply mail the disk back to the 
company, and the next movie is mailed out, with no carriage charges. 

The length of time subscribers stay with the service is linked to the 
number of movies they watch and enjoy. If users are unable to find movies 
that they wish to watch, they will tend to leave the service. A successful 
recommendation service is therefore essential, both for the company and for 
the subscribers, to guarantee that users will find movies that they love. The 
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company encourages subscribers to evaluate the movies they watch. 
Currently, Netflix holds over 1.9 billion evaluations, given by more than 
11.7 million subscribers to more than 85,000 titles since October 1998. The 
company has delivered more than 1 billion DVDs and mails out more than 
1.5 million DVDs each day. The service receives more than 2 million 
evaluations each day. 

The hybrid recommender system used by Netflix, known as Cinematch, 
analyzes the cumulated scores of movies and uses these scores to make 
hundreds of millions of personalized predictions for users on a daily basis, 
taking account of personal tastes. The Cinematch system automatically 
analyzes the cumulated scores of movies on a weekly schedule, using a 
variation on the Pearson correlation coefficient with all other movies in order 
to construct a list of “similar” movies that are likely to appeal to the same 
users. As users provide scores, the online, real-time aspect of the system uses 
these scores to calculate a multivariate regression1 based on these correlations 
in order to create a unique, personalized prediction for each recommendable 
movie. If no personalized recommendations are available, the average score 
given to movies is used. These predictions are shown on the Website using 
red stars [BEN 07]. 

For Netflix, the question of precise score prediction is so important that, 
since 2006, certain prizes have been offered to developers, such as a  
1 million dollar payout for the first algorithm to perform 10% better2 than 
the Netflix recommender system of the time. The prize was won in 2009 by 
a research team known as BellKor’s Pragmatic Chaos [KOR 09], more than 
3 years after the competition was launched. 

4.2. Databases 

Considerable attention has been given to recommender systems in the 
context of databases (a well-known and widely used data structuring 
method). In e-commerce, a recommendation is the item i ∊ I (the set of all 
                                   
1 Multiple linear regression is a statistical analysis technique that describes variations in an 
endogenous variable associated with variations in several exogenous variables. 
2 More precisely, the algorithm had to have a Root Mean Square Error (RMSE) 10% lower 
than that of the Netflix algorithm, for a test set taken from real Netflix user scores. For 
development purposes, participants were given a data sample (also using real Netflix data). 
The winners of Netflix prizes are required to document and publish their approaches, enabling 
anyone to understand and benefit from the techniques and knowledge available to produce the 
best possible results. 
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items (movies, books, etc.)) with the maximum utility value for a user c ∊ C 
(set of all users). By analogy, a recommendation in the context of databases 
is defined as a query such that the utility for a query session3 s ∊ S (set of all 
possible sessions) is maximized. 

DEFINITION 4.1.– Recommendation in databases. 

Let QT be the set of all possible queries for a database4, and S the set of all 
possible sessions using the database, given a log of query sessions, a 
database and a current session, and let u be a function measuring the utility 
of a query q for a session s, that is : Tu S Q× →R . Thus, for each query 
session ,s S∈  the recommended query ' Tq Q∈  is that which maximizes the 
utility for the session: ( ), ,

Ts q Qs S q argmax u s q∈′∀ ∈ = . 

EXAMPLE 4.1.– In this example, we consider query sessions launched by 
different users. 

We obtain a matrix S × QT: 

u(s, q) q1 q2 2
2q  q3 2

3q  q4 q5 q6 

s1 3  5  9    
s2 2   5 5 8   
s3 2  5    6 9 

sc 2 3  5     

Note that each cell (s, q) of the matrix corresponds to the utility score 
assigned to query q for session s. 

In the context of databases, many authors [CHA 09, KHO 09, STE 09] 
have proposed methods and algorithms to assist users in the construction of 
queries. In the specific case of recommendations for data warehouses (often 
seen as the “heart” of a decision support system) using online analytical 
process (OLAP) queries (see [MAR 11] and [NEG 09] for further details), 
some authors use the profiles and preferences of decision-makers [BEL 05, 
JER 09, GOL 11], whereas others rely on knowledge discovery through 
decision analysis [SAR 00, CAR 08]. Other approaches are based on the use 

                                   
3 A query is a command responding to a specific syntax allowing information handling within 
a database. 
4 In practice, as in the case of e-commerce, we consider a finite subset of this set. 
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of logs containing previous query sequences for other users involving the 
same data cube5 [SAP 99, CHA 09, GIA 09, YAN 09, GIA 11]. 

4.3. Collaborative environments 

Collaboration may be defined as a shared process in which two or more 
individuals, with complementary abilities, interact in order to create shared 
understanding [SCH 90]. This collaboration may be facilitated by the use of 
a computer-based environment; the E-MEMORAe2.0 Web platform serves 
this objective [ABE 09]. Environments of this type can also make use of 
interaction traces. In this context, a trace is defined by [ZAR 11] as a record 
of the actions carried out by a user using a system. A number of projects are 
currently underway concerning the use of these traces for various purposes, 
including decision support and recommendation. 

Many authors have also considered ways of exploiting interaction traces 
[DJO 08]. [LI 13] distinguished between four types of traces (private, 
collaborative, collective, personal): 

– a private trace, which is emitted and received by the same user; 

– a collaborative trace, which has a single emitter and several receivers; 

– a collective trace, which has several emitters and several receivers; 

– a personal trace, which has a single emitter, but with no limitations as 
to the number of receivers. 

This model allows us to obtain a more detailed analysis of user interactions. 
It notably highlights exchanges between members using a computing 
environment. One of the main uses of these traces is in the field of 
recommender systems. The utility of traces for recommender systems is 
further shown by the quantity of information requiring processing and the 
need for assistance in reducing the workload [ADO 05]. 

[WAN 14] and [WAN 15] have considered the use of semantic models in 
exploiting interaction traces for recommendation purposes. The authors 
chose to use the trace model typology defined by [LI 13] to establish  

                                   
5 A data cube is a multidimensional representation of data used by decision-makers to explore 
data and implement OLAP analyses. 



Practical Implementations     49 

ad hoc recommendations6. They distinguished between different types of 
recommendations: 

– group recommendations (to improve collaboration, identify risks, 
identify opportunities, etc., for a set of users working as a group); 

– individual recommendations (to improve efficiency and individual 
organization in the accomplishment of different tasks); 

– private recommendations (to improve a user’s personal organization); 

– collective recommendations (to improve communications within an 
organization, etc.). 

The recommender system that the authors aim to create also considered a 
semantic model (who is working on what, and with whom; subject A is 
closest to subject B, etc.) and recorded interaction traces (who has shared 
documents, on what subjects, and with whom; who is frequently in contact 
with a given expert; etc.). 

4.4. Smart cities 

The concept of “smart cities” has yet to be clearly defined. However, six 
characteristics or categories are used when classifying and comparing this 
type of city: smart economy, smart mobility, smart environment, smart 
people, smart living and smart governance. Achievement of this “smart” 
quality is an increasingly important challenge for many cities or 
communities. It is particularly important in the context of ICT and for 
systems involving economic, social and other issues. 

It is therefore important to assist cities in improving their “smartness” 
level. This area of recommendation is an emerging domain that shows great 
promise. 

Recommender systems usually aim to predict the “score” that a user will 
give to an item (music, books, etc.), as yet unseen, using a model constructed 
based on the characteristics of certain items (in the case of content-based 
approaches) or the user’s social environment (in the case of collaborative 
filtering approaches). 

                                   
6 An ad hoc recommendation is a recommendation created specially in response to a specific need. 
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[NEG 14] presented a framework for a recommender system for cities. 
The aim of this research project was to identify the strengths of cities that 
have been recognized as “smart” and to apply the same actions to other cities 
with the same aims. The method comprised using a list of characteristics of a 
“smart” city and a list of characteristics of a city aiming to become “smart” 
to identify the actions needed for these aims to be achieved, based on given 
“smart” characteristics. 

The key idea behind this method was the recommendation of actions that 
have already been implemented in “smart” cities with similar characteristics 
(the similarity of two cities is based on indicators such as air quality and 
water consumption) and actions that need to be implemented in this city. 

Using an analogy from the field of e-commerce, a recommendation for 
“smart cities” may be defined as an action a ∊ A (set of all possible actions) 
to implement, such that the utility for a city v ∊ V (set of all possible cities) is 
maximized. 

DEFINITION 4.2.– Recommendation for “smart cities”. 

Let A be the set of all possible actions and V the set of all cities, given a 
log of cities and a specific city that aims to become “smarter”, and let u  
be a function measuring the utility 7  of an action a for a city v, that  
is : .u A V× →R  Hence, for each city ,v V∈  the recommended action  

'a A∈  is that which has the maximum utility value for the city: 
( ), ,v a Av V a argmax u v a∈′∀ ∈ = . 

EXAMPLE 4.2.– Generally speaking, it is possible to create a matrix V × A in 
which a score indicates whether an action has been implemented and 
whether the implementing city considered this action to be effective: 

u(v,a) Action 1 Action 2 Action 3 Action 4 Action 5  
City 1 8 7    
City 2 9  3   
City 3 3 5  5 5  
City 4 5 3  3 3  

                                   
7 Scores are attributed by a person with the authority to implement different actions, who 
indicates, through this score, whether or not an action is (or was) relevant. 
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Note that each cell (v, a) in this matrix corresponds to the utility score 
assigned to action a for city v. Examples of actions may include “switch off 
street lighting after midnight”. Finally, note that scores are given overall, 
but these overall scores may be obtained by combining notions of the cost 
and time involved in implementing the action, etc. 

EXAMPLE 4.3.– This example provides a more concrete illustration of action 
recommendations for smart cities (using hypothetical data). We shall use a 
log containing information concerning two fictional cities: Smallville and 
Metropolis. An extract from the log is as follows: 

Smallville= ⟨Small city in the USA, {smart environment, {sustainable 
development, {⟨water consumption, 300 (liters per year), {stop public 
fountains after midnight, do not water plants in summer}⟩, ⟨electricity 
consumption, 3000 (kW per year), {switch off public lighting after midnight, 
install solar street lighting}⟩}, pollution, {⟨air quality, 10

10 , Ø ⟩ }}}⟩ 
Metropolis= ⟨Large city in the USA, {smart environment, {sustainable 

development, {⟨water consumption, 100 000 (liters per year), {stop public 
fountains after midnight, do not wash cars in summer}⟩, ⟨electricity 
consumption, 200 000 (kW per year), {switch off public lighting after 
midnight}⟩}, pollution, {⟨air quality, 8

10 , {restrict downtown vehicle access, 
reduce vehicle speeds on main routes }⟩}}}⟩ 

Now suppose that a third city, Gotham, wishes to become more “smart” 
in the smart environment category, where: 

Gotham= ⟨Batman’s city, {smart environment, {sustainable development, 
{⟨water consumption, 150 000 (liters per year), Ø ⟩, ⟨electricity 
consumption, 100 000 (kW per year), {switch off public lighting after 
midnight}⟩}, pollution, {⟨air quality, 8

10 ,Ø ⟩}}}⟩. 
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Table 4.1 summarizes the information available for each city. 

 Smart environment  

Sustainable development Pollution  

Water consumption Electricity consumption Air quality  

Value 
(liters per 

year) 

Actions Value (kW 
per year) 

Actions Value 
(ratio) 

Actions  

Smallville 300 – Stop public 
fountains 
after midnight
– Do not 
water plants 
in summer 

3,000 – Switch off 
public lighting 
after midnight 
– Install solar 
street lighting 

10
10  Ø 

Metropolis 100,000 – Stop public 
fountains 
after midnight
– Do not 
wash cars in 
summer 

200,000 – Switch off 
public lighting 
after midnight

8
10  – Restrict 

downtown 
vehicle 
access  
– Reduce 
vehicle 
speeds on 
main routes 

Gotham 150,000 Ø 100,000 – Switch off 
public lighting 
after midnight

8
10  Ø 

Table 4.1. Values for cities Smallville, Metropolis and Gotham 

The corresponding utility matrix might be: 

u(v, a) A1 A2 A3 A4 A5 A6 A7 
Smallville 9 7  8 8    
Metropolis 8  6 7   5 5  

Gotham    8    

where action A1 is “stop public fountains after midnight”, A2 is “do not 
water plants in summer”, A3 is “do not wash cars in summer”, A4 is “switch 
off public lighting after midnight”, A5 is “install solar street lighting”, A6 is 
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“restrict downtown vehicle access” and A7 is “reduce vehicle speeds on 
main routes”. 

Information for the Smart environment category is available from the 
logs for Smallville and Metropolis. These two cities may be used to assist 
Gotham in making improvements in this category. 

We shall therefore consider that the indicator values for Smallville and 
Metroplis are good values in terms of “smartness”. 

This category includes two key factors: sustainable development and 
pollution. The sustainable development factor includes two indicators: water 
consumption and electricity consumption. The available water consumption 
values are 100,000 for Metropolis and 300 for Smallville, giving a 
corresponding value interval of [300; 100,000]. The available electricity 
consumption values are 200,000 for Metropolis and 3,000 for Smallville, 
giving a corresponding value interval of [3,000; 200,000]. The pollution 
factor is determined by a single factor, air quality, with values of 8

10  for 
Metropolis and 10

10  for Smallville. The corresponding value interval is thus 

.,8 10
10 10⎡ ⎤⎣ ⎦  

Table 4.2 shows the intervals and values available for Gotham. 

 Smart environment  

Sustainable development Pollution  
Water consumption Electricity consumption Air quality  

Intervals [300; 100,000] [3,000; 200,000] 8 10
10 10;⎡ ⎤⎣ ⎦  

Gotham 150,000 100,000 8
10  

Table 4.2. Value intervals for Gotham  

The set of actions (implemented in the cities covered by the log: 
Smallville and Metropolis) that may be recommended to Gotham in order to 
improve “smartness” corresponds to the indicators for which the values for 
Gotham lie outside of the established intervals. Here (see Table 4.2), the 
water consumption value for Gotham is the only value that lies outside of 
these limits. Actions that may therefore be useful are those already 
implemented by Smallville and Metropolis for the water consumption 
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indicator, including “do not wash vehicles in summer”, “do not water plants 
in summer” and “stop public fountains after midnight”. 

These actions then need to be arranged by order of priority, for example 
according to ease of implementation. It is much easier to arrange for the 
water supply to public fountains to be stopped after midnight than to prevent 
a population from using water to wash their cars in the summer. Thus, a 
prioritized list of actions to implement for Gotham to improve environmental 
“smartness” might be: (1) “stop public fountains after midnight”, (2) “do 
not water plants in summer” and (3) “do not wash vehicles in summer”. 

The corresponding utility matrix might be: 

u(v, a) A1 A2 A3 A4 A5 A6 A7 
Smallville 9 7  8 8    
Metropolis 8  6 7   5 5  

Gotham 9 7 6 8    

4.5. Early warning systems 

An early warning system can be defined as “a chain of information 
communication systems comprising sensor, detection, decision and broker 
subsystems, in the given order, working in conjunction, forecasting and 
signaling disturbances adversely affecting the stability of the physical world; 
and giving sufficient time for the response system to prepare resources and 
response actions to minimize the impact on the stability of the physical 
world” [WAI 10]. 

[NEG 13] presented a framework for recommender systems for crisis 
management. This framework uses previously implemented actions to 
improve the management of later crises, based on the central idea of using 
actions implemented for previous, similar crises (similarity is based on 
indicators such as time interval and type (hurricane, tsunami, etc.)) as 
recommendations. Finally, [NEG 13] suggested using knowledge acquired 
from past experience to improve future decisions (i.e. optimal action 
identification) regarding the management of imminent crises. 

To use an analogy with e-commerce, a recommendation for early warning 
is defined as an action a A∈  (set of all possible actions) to implement in 
order to maximize utility in relation to a warning w W∈  (set of all possible 
warnings). 
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DEFINITION 4.3.– Recommendation for early warnings. 

Let A be the set of all possible actions and W the set of all warnings, 
given a warning log, corresponding indicators and a current triggered 
warning, and let u be a function that measures the utility of an action a for a 
warning w, that is : .u W A× →R Hence, for each warning ,w W∈  the 
recommended action 'a A∈  is that which maximizes the utility for the warning: 

( ), ,w a Aw W a argmax u w a∈′∀ ∈ = . 

EXAMPLE 4.4.– This example provides a simple illustration of the obtained 
matrix W×A in which each score indicates that an action has been 
implemented and whether or not the action was considered to be effective: 

u(w, a) Action 1 Action 2 Action 3 Action 4 Action 5  
Warning 1 8 7    
Warning 2 9  3   
Warning 3 3 5  5 5  
Warning 4 5 3  3 3  

Note that each cell (w, a) in the matrix corresponds to the utility score 
assigned to action a for warning w. 

In conclusion, this chapter has shown how the different recommendation 
techniques presented in Chapter 2 are implemented in practice (for commercial, 
industrial, academic and other applications) in a variety of domains, including 
Internet technologies, databases, collaborative working environments, smart 
cities and early warning systems. 





5 

Evaluating the Quality of  
Recommender Systems 

Il y a de méchantes qualités qui font de grands talents (Some bad qualities form  
great talents) 

François de La Rochefoucauld, Maxims, 1665 

In the previous chapters, we introduced different recommendation 
techniques and a certain number of systems. These techniques and systems 
evolve over time, attempting to move ever closer to the expectations and 
requirements of users. This process requires us to evaluate recommender 
systems in order to verify whether or not they are relevant and offer the 
required levels of performance for users in relation to context, objectives, 
response time, consideration of certain criteria, etc. 

5.1. Data sets, sparsity and errors 

In the context of recommender systems, consideration is given to specific 
groups within a population (online customers, Internet users, etc.) to propose 
or suggest suitable, personalized items. To do this, a set of data is required, 
whether synthetic or, better, “historic” records of user interactions with a 
system, that is a collection of user profiles with preferences, scores, 
transactions, etc. The use of a single data set to evaluate different recommender 
systems makes it easier to compare the performance of these different 
systems directly. 

Information and Recommender Systems, First Edition. Elsa Negre.
© ISTE Ltd 2015. Published by ISTE Ltd and John Wiley & Sons, Inc.



58     Information and Recommender Systems 

However, due consideration must be given to the density of the data set, 
which corresponds to the relationship between empty and full cells of the 
Users × Items matrix: 

1
.

R
sparsity

I C
= −  

where R is the set of scores, I is the set of items and C is the set of users 
making up the data set. Note that the sparsity value falls within the interval 
[0,1], where a value close to 0 indicates high density and a value close to 1 
indicates low density in the data set. 

A large number of public data sets are available, some of which are 
presented in Table 5.1. 

Data set Domain Number 
of users 

Number 
of items 

Number  
of scores 

Density 

MovieLens 100k Movies 967 4,700 100,000 0.978 
MovieLens 1M Movies 6,040 3,900 1 million 0.9575 
MovieLens 10M Movies 71,567 10,681 10 million 0.9869 
Netflix Movies 480,000 18,000 100 million 0.9999 
Jester Jokes 73,421 101 4.1 million 0.4471 

Table 5.1. Data sets 

However, the evaluation results of a recommender system using historical 
data sets cannot truly be compared to studies carried out using real users. As 
we see from Table 5.2: 

  if the recommended item is truly relevant for the user, then the –
prediction was correct; 

  if the recommended item is not indicated as being relevant for the user, –
this may be a false positive, where the system proposes an item not indicated 
as relevant in the history; however, this may be because the user was not 
aware of this item and might have found it to be relevant had he or she been 
aware of its existence; 
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  similarly, if an item is not recommended, then it is difficult to –
determine whether or not a user would have considered this unproposed item 
to be relevant; in this case, we have a false negative; 

  if an item is not recommended and was not indicated as being relevant –
for the user, then the omission was correct. 

  Item proposed by the recommender system 
 Yes No 

Item liked Yes Correct predictions False negatives 
by user No False positives Correct omissions 

Table 5.2. Types of error [JAN 10] 

5.2. Measures 

The quality of recommender systems may be measured in many ways. 
The most widespread notion is that of accuracy (see [HER 04] for further 
details). In this section, we focus on the best-known measures used in 
evaluating recommender systems using data sets. 

5.2.1. Accuracy 

Three types of accuracy may be considered: accuracy in predicting 
recommendations, accuracy in classifying recommendations and accuracy in 
ranking recommendations. 

5.2.1.1. Prediction accuracy 
The accuracy of predictions allows us to evaluate the capacity of a 

recommender system to correctly predict a user’s opinion of a given item. 

The most commonly used measures, taken from the field of statistics, are 
Mean Absolute Error (MAE) and Root-Mean-Square Error (RMSE). In the 
context of recommender systems, these values are used to measure the 
difference between predicted recommendation scores reco(c, i) and real 
scores rc,i for all users c C∈  and all tested items .ci Itest∈  
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MAE calculates the standard deviation between predicted and real scores, 
such that: 

( ) ,,
c

c ic C i Itest

cc C

reco c i r
MAE

Itest
∈ ∈

∈

−
=
∑ ∑

∑
 

RMSE is the square root of the arithmetic mean of the squared errors 
between predicted and real scores, that is the mean size of the error. This 
measure is similar to MAE but highlights the widest deviations by giving a 
higher weighting to larger errors: 

( ) 2
,( , )

c
c ic C i Itest

cc C

reco c i r
RMSE

Itest
∈ ∈

∈

−
=
∑ ∑

∑
 

The values of MAE and RMSE are situated in the interval [0, +∞) and are 
negative-oriented, that is the lower the value, the better the results. These 
results may be normalized1 in order to make results easier to interpret. This 
gives new normalized forms of MAE and RMSE, known as NMAE and 
NRMSE, such that: 

and
    max min max min

MAE RMSENMAE NRMSE
r r r r

= =
− −

 

where rmax and rmin are the highest and lowest existing scores in Itestc. 

5.2.1.2. Classification accuracy 

In the context of recommender systems, the aim of classification 
processes is to identify the most relevant items for a given user. The two 
most widespread measures are precision and recall (developed in the context 
of information retrieval [BAE 99]). 

Precision, Precisionc, calculates the number of successes for a user c, 
successc, that is the number of relevant items correctly recommended for 
user c, in relation to the total number of items recommended for the same 
                                       
1 A measure is considered normalized when its values are found in the interval of values in 
R , [0, 1]. 
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user c. Users want proposed items to correspond to their requirements, and 
all irrelevant recommended items constitute noise. This noise is the opposite 
of precision; with high levels of precision, the system recommends few 
irrelevant items and may be considered to be “precise”. Precision may be 
defined as follows: 

    

      c
Number of successes for cPrecision

Total number of items recommended to c
=  

Recall, Recallc, on the other hand, calculates the relationship between the 
number of successes for c, successesc, and the theoretical maximum number 
of successes, successesT, with regard to the size of the test set. Recall is 
defined by the number of relevant items recommended as a function of the 
number of relevant items in the test set. Users wish to see all items that may 
potentially respond to their preferences. If there is a high match rate between 
user preferences and the number of recommended items, then the recall rate 
is high. Conversely, if a high number of interesting items are present in the 
test set but do not appear in the recommendation list, the system is said to be 
“silent”, showing a low recall rate. Recall may be defined as follows: 

    

     
c

c
T

successesNumber of successes for cRecall
Total number of existing relevant items successes

= =  

A perfect recommender system would produce precision and recall 
values of 1 (that is the algorithm finds all relevant items – recall – and makes 
no errors – precision). However, algorithms may be more or less precise, and 
more or less relevant. Systems may often present high levels of precision, 
but with poor performance (precision ≈ 0.99, recall ≈ 0.10), or poor 
precision with high performance (precision ≈ 0.10, recall ≈ 0.99). For this 
reason, it is generally better to use the F1-measure that combines precision 
and recall: 

( )
( )1

2
c

c c

c c

Precision Recall
F

Precision Recall
⋅ ⋅

=
+
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5.2.1.3. Ranking accuracy 
Measures of ranking accuracy build on the results of classification 

precision measures, taking account of the relative positions of successful 
recommendations in the list. In this section, we consider the most widespread 
techniques for measuring ranking accuracy: the Rank score [BRE 98], the 
Lift index [LIN 98], and the Discounted Cumulative Gain (DCG) [MAN 08]. 

The Rank score or R-score [BRE 98] builds on the notion of the recall 
measure, taking account of the positions of correct items in an ordered list 
(this is important in recommender systems, as items at the bottom of a list 
may be ignored by users). The Rank score is defined as the relationship 
between the score of correct items and the best theoretically attainable score: 

100
cc

max
cc

RankScore
RankScore

RankScore
= ∑

∑
 

where ,

( ) 1

1

( ;0)

2
c

c i
c rank ii successes

max r d
RankScore

α
−∈

−

−
=∑ , where d corresponds to a 

neutral vote and α corresponds to the item rank in the list, such that there are 

equal chances that the user will consider the item; and max
cRankScore  is the 

maximum achievable score if all items recommended to user c were in first 
position in the recommendation list (ordered by vote value). 

Note that [JAN 10] proposed a definition of 1
1

1
2

c
i

ITestmax
c i

RankScore
α
−=

=∑ . 

The Lift index [LIN 98] divides the ordered recommendation list into 10 
equal deciles2 Dk and counts the number of successes for a user c in each 

decile, with 
10

1 k ck
D successes

=
=∑ , such that: 

                                       
2 In descriptive statistics, a decile is any of the 9 values that divide the sorted data into  
10 equal parts, so that each part represents 1/10 of the sample or population. In the case of 
ordered recommendations, the deciles are values that divide the set of recommendations into 
10 equal parts, so that the first decile corresponds to the score below which 10% scores are 
situated, whereas 90% scores are situated below the ninth decile. 
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Note that the Lift index gives an even lower weighting than the Rank 
score to successes situated at the top of the list. 

Using DCG [MAN 08], positions are reduced logarithmically. Supposing 
that each user c has a “gain” (usefulness) value g(c,i) for a recommended 
item i, DCG for a list of items ITestc is defined as follows: 

( )1

( , )

1, log ( )
cITest

c i
b

g c iDCG
max i=

= ∑  

where the base of logarithm b is a free parameter (traditionally between  
2 and 10). Generally speaking, base 2 is used. A normalized version of this 
measure also exists, NDCG [JÄR 02]. 

Note that, according to [JAN 10], there is a relationship between the three 
ranking accuracy results discussed earlier, such that: Rankscore < LiftIndex 
< DCG. This relationship is because the Rank score is based on an 
exponential reduction, the Lift index on a linear reduction and DCG on a 
logarithmic reduction. 

5.2.2. Other measures 

Clearly, a wide variety of different measures may be used to quantify the 
quality of recommender systems, and not all of these techniques have been 
presented here. In addition to accuracy, measures may also be based on 
considerations such as: 

  user coverage [ASS 14], when large numbers of users C use the system –
and the behavior of the recommender system in relation to new users with 
few scores needs to be verified, for example: 

1      0
 where

0

cc C
cov c

if the number of recommendations
U

otherwiseC
ρ
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=
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  recommendation diversity, for example using Intra-List Similarity –
(ILS) [ZIE 05], which calculates the similarity between recommended items 
two by two; the lower the ILS value, the higher the diversity of recommended 
items. 

In conclusion, in this chapter, we have presented different techniques 
used to evaluate the quality of recommender systems. Using data sets of 
varying sparsity (preferably made up of “historical” data), it is possible to 
measure prediction accuracy (MAE, RMSE, NMAE), classification accuracy 
(Precision, Recall, F1-measure), ranking accuracy (Rank score, Lift index, 
DCG), user coverage (Ucov) or recommendation diversity (ILS). Note that 
each of these techniques has its own characteristics and may be used as  
a complement to any of the others. 



 

Conclusion 

This book provides an introduction to recommender systems. In the 
context of ever-increasing amounts of available information and data, it is 
difficult to know what information to look for and where to look for it. 
Computer-based techniques have been developed to facilitate the search and 
retrieval process; one of these techniques is recommendation, which guides 
users in their exploration of available information by seeking and 
highlighting the most relevant information. 

Recommender systems have their origins in a variety of areas of research, 
including information retrieval, information filtering, text classification, etc. 
They use techniques such as machine learning and data mining, alongside a 
range of concepts including algorithms, collaborative and hybrid approaches, 
and evaluation methods. 

Having first presented the notions inherent in data- and information-
handling systems (information systems, decision support systems and 
recommender systems) and established a clear distinction between 
recommendation and personalization, we then presented the most 
widespread approaches used in producing recommendations for users 
(content-based approaches, collaborative filtering approaches, knowledge-
based approaches and hybrid approaches), alongside different techniques 
used in the context of recommender systems (user/item similarity, user/item 
relationship analysis and user/item classification). These concepts were then 
illustrated by a discussion of their practical applications in a variety of 
domains. Finally, we considered a number of different techniques used in 
evaluating the quality of recommender systems. 
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However, systems and techniques need to evolve over time, with the aim 
of improving performance, speed and proximity to the expectations or 
requirements of users. Several challenges remain to be met, for example: 

– The improvement of collaborative filtering techniques, using more data 
sources (metadata or tagging data1, demographic information, temporal data, 
etc.) or combining techniques that have yet to be used together. 

– The volume of available data is constantly increasing and recommender 
systems encounter performance issues. They need to provide high-quality 
recommendations in record time in spite of this increase in data volume. 

– Multi-criteria recommendation approaches (mentioned briefly in this 
book) are undergoing significant developments. The exploitation of multi-
criteria scores, which contain contextual information, would be useful in 
improving recommendation quality. 

– Contextual approaches (also mentioned briefly in this book) aim to take 
account of an individual’s emotional context: for example, a person in love 
will find a romantic film more relevant than someone in a different 
emotional situation. 

– Recommender systems use user data (profiles, etc.) to generate 
personalized recommendations. These systems attempt to collect as much 
data as possible. This may have a negative effect on user privacy (the system 
knows too much). Systems, therefore, need to make selective and reasonable 
use of user data and to guarantee a certain level of data security (non-
disclosure, etc.). 

In conclusion, recommender systems still need to respond to a number of 
different challenges. Developed in the context of a variety of research areas, 
they take a variety of forms and transcend specific disciplines. This field of 
research needs to remain as wide as possible in order to identify the most 
appropriate techniques and approaches for each specific application. 

                                       
1 A tag is a keyword assigned to information (such as an image, an article or a video clip) 
describing a characteristic of the object, and makes it easier to group information containing 
the same keywords. Tags are selected arbitrarily and rarely form part of predefined sets of 
keywords. 
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