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This paper presents an introduction to independent component analysis (ICA). Unlike
principal component analysis, which is based on the assumptions of uncorrelatedness
and normality, ICA is rooted in the assumption of statistical independence.
Foundations and basic knowledge necessary to understand the technique are providsd
hereafter. Also included is a short tutorial illustrating the implementation of two ICA
algorithms (FastICA and InfolMax) with the use of the Mathematica softwars.

Mowadays, performing statistical analysis is only a few
dicks away. However, before anyone carries out the desired
analysis, some assumptions must be met Of all the
assumpltions required, ome of the most frequently
encounterad is about the nommality of the distribution
(Gaussianity). However, there are many sifuations in which
Gaussianity does not held. Human speech (amplituds by
time), elecirical signals from different brain areas and
natural images are all examples not normally disiributed.
The well-known “cockiail party effect” illustrates this
concept well. Let us imagine fwo people standing in a room
and speaking simultaneously. I fwo micophones are
placed in two different places in the room, they will =ach
record a parbficular linear combinabion of the two wvoices.
Using cnly the recordings, would it them be possible to
identify the voice of each speaker (Figure 1a)? If Gaussianity
was assumed, we could perform a Prindpal Component
Analysis (PCA) or a Factorial Analysis (FA). The resulting
components would be two new orderly voice combinations
{Figure 1a}. Therefore, such a technique fails to isclate sach
speaker’s voica.

Omn the other hand, if non-Gaussianity is assumed, then
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Independent Compeonent Analysis (ICA) could be appliad to
the same problem and the result would be quite different.
ICA is able to distinguish the woice of each speaker from the
linear combination of their voices (Figure 1b}. This reasoning
can be applied fto many biclogical recording inwolving
mulfiple source signals {e.g. EEG) Howewer, the readars
must bear in mind that there are two main differences in the
interpretation of extracted components using ICA instead of
PCA_ First, in ICA, there is no order of magnitude acsodated
with each component. In other words, there is no better or
worst components (unless the user decides to order them
Second, the exiracted
compenents are invariant to the sign of the sources. For
examnple. in image processing, a white letter on a black
background is the same as a black lstter on a white
background.

The remainder of the paper is comprised of a frst section
that briefly exposes the theoretical foundations of ICA3, and
of a second section that gives an example of its application
using two different implemented algorithms (supplemental
material). The secomd sectiom also presamts a short
discussion on future iracks of research.

following his own criteria).

Theoretical foundations of ICA

Let wus denote the random observed wector
o KoK oeind Y. T whose m alements are mixtures of m
independent glements of a  random vector
8 — [$1.%,....5.]" given by

X = AS (1)
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Figwre 1. Comparison bebween PCA {a) and ICA (b) in the context of the "cockiail party effect”.
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Where A represents an g w0 g Mixing matrix, the sample
wvalue of X; is dencted by x; and j=1, 2, ... . The goal of ICA
is to find the unmixing matrix W (Le. the inverse of A) that
will give ¥, the best possible approcimation of 5:
Y=WX=§ ()
In order to use ICA, five assumptions must be met. First,
statisfical independence between sach of the sources 5. from
the sources vector § is assumed {independence is at the core
of ICA and will be discussed further in the next subsection).
Second, the mixing matrix must be square and full rank. In
other words, the number of mixiures must be equal to the
number of sources and the mixiures must be linearly
independent from each other? Third, the only source of
stochasticty in the model is the source vector 5 (Le. there is
no external noise). The model must thus be noise free.
Fourth, it is assumed that the data are centered (zero mean).
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Also, for some algerithms, the data must be pre-processed
further; sometimes, the observation wector X must be
whitened® Fifth, the source signals must not have a
Gaussian probability density funcion (pdf} except for one
single source that can be Gaussian.

Staristical indepondoce
Let ry,%4......0;; be random wvariables with pdf

Tiey g, .. #n), then the wariables = are muinally
independent if:

Ty, ®q,....0, f

= filey pfafee) o oo fuldu)

()]
that is, if the pdf of the », is equal to the multiplication of
each marginal pdf of the r,. Statistical independence is a
more severe criterion than uncorrelatedness between bwo
variables. If we take variables,
uncorralatedness is expressed by the following equation:
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7. If not converged, go back fo step 2. Else go back to step 1
withi =i+ 1 unfil all compoments are extractad.

where wi is & column-vector of the unmixing matrix W, w,'
is a temporary variable used to calculate wa (it is the new w
before mormalization), «'(.] is the derivative of 0i.) and E{.)
is the expected wvalue (mean). Once a given w has
convarged, the next cne (Wea) must be made orthogonal o it
(amd all thosa previously extracted) with Equations 13c and
13d in order for the new component to be different from it
(Ehem}. This algorithm has been implemented in the package
FastICA nb.

How to use the ICA packages

This section provides a quick overview of the Infobdax
ICA package based on the madmum information
perspective (Infobdax.nb; Amari et al, 1996), and on the
FastICA package, based on the non-Gausianity perspective
(FastiCAnb; Hyvirinen & Ofa, 2000). Both packages have
been implemented using hathematica 7.0 and confain the
same opions with the exception of some parameters that are
unique to a given algorithm. Each package consists of two
main seciions: Functions and Main. The Functions section
containg the implementaton of the algorithm and the
necessary accompanying awxiliary funciions. This secion
must be activated before ICA can be performed using the
Main secton. The Main section is divided into three calls:
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the information about the various parameters that need to
be set prior to the analyses.

Puarameters

First, the type of data must be specified in order to
display the results properly (Figure 2). For example, if the
data are in a sound file format (wav), type must egqual
“sound” and sampleRate must be set to the correct desired
frequency for the software to play the file correctly. Setting
type to "image” allows for the use of usual image file
formats {e.g., jpg and bmp). Since the analysis is only
performed on grevscale images, any colour images will be
automatically converfed. If the dafa are time series, but not
sound, then type must be set to "temporal” and a graph will
depict the data using Hme as the independent variable.
Finally, setting type to "other” is used for any data in a text
format {2.g., dat or .txf) (Each mix must be in a different file
and arranged in a colummn). The next two oplions are about
the convergence of the algerithm. First, minDeltaW controls
the minimum difference befween a given approximation
Wit) and the next one Wit + 1). The lower the valus, the
better the estimation of the source will be. However, in some
cases, the algorithm may neot find a proper solufion and, asa
precaution, max5Step will confrol the masimum number of
allowed steps before it stops searching. Finally, for the
Infolax notebook only, the fype of distribution of the
sources (typeOfDist) must be given in adwvance for the
algorithm to be able to find the correct solutiom. To this end,
there are two possible distribubions: sub-Gaussian ("Sub”)

Figure Z Saeen capture featuring an example of the various parameters to be set before performing the analysis.

Farameters

type = "image" ; (+Enter Lhe type of sources: possible chod

gargRate = 6000; (-FEaler

rdnDeltalW - 104 -5.; {+5top criterion : Desived minirwn char

maxsStep - 1088: (+5top criterion : Maximen mumber o

typel@ist « "Sub" (+"5uper' or Sl Gausglan digtribution

Figwre 3. Example of five mixed signals to be load=d.

[mix, nbCol} = mixingSign[IdentityMatrix[5]]:

Figure 4 Examples of "infolJaxICA" and "fastICA" funchons to perform ICA

ic = infoMaxTCA[mix, typeDIDizt, minDeltaW, maxStep, nbCol] 2

lec = fastICA[mix, minDeltaW, maxStep, nbCol] ;

parameters, sources and ICA. The Parameters cell contains

and super-Gaussian "Super ).



Figure 5. Syntax used to lead three mixed sources (a) from a file selection window {b).
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performed on the same mixes.
Soureces

The second cell must be activated to load the mixes. Two
opions are offered: mixed or unmixed scurces. Mixed
sources are obviously the ones that are moest commonly
encounterad. In this case, the funchon mixingSign[ ] will
nead IdentiyMlatrix[m] as an argument; where m is the
number of sources (Figure 3.

If the sources are not mixes {e.g. to use the packages for
illustration purposes), then the notebook will generate a
random mixing mafrix or alternatively the user can provide
one. Finally, once achivated, a window will appear
requesting the location of each file. Once loaded, the sources
will be displayed accompanied by correlation matrices.

Performing ICA
Finally, to perform the ICA, the funchon infoldaxICA[ ]
or fastICA[ ] must be activated (Figure 4). Once the analysis

is completed, the notebook will display the exiracted sources
as well as the correlation matrix of the extracted sources.

Example
In this example, Infomax and FastICA algorithms are
used to exiract the compenents from three mixes of images
(provided in the supplemental materials). Alse  for
comparison, Principal Component Analysis (FCA) will be

Infoonax and FastICA

After the “Funcions” secion has been activated, the
parameters were set as follows:

= tFFE
- sampFate non-applicable in this case

= “Imaga”

- minDeltaly = 10°-5
- maxStep = 2500 for Infomax
- maxStep = 100 for FastICA (ie. 100 for each compaonent)

- For Infolax, typeQiDist = “Sub” and “Super”. Since no
information about the underlying distribution was available,
both types were fried.

Once the parameters are sef three “image” mixed
sources were loaded. To that end, IdentityMatrix[3] was
used as an argument for the funchon mixingSien| ] Figure
5}

Once the images are loaded, the notebook illustrates the
lpaded data (Figure 6). In this example, since the signals are
already mixes, both the original and mixed signals are the
SATNE.

The ICA is then performed (Figure 7). The cutput of the



